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ABSTRACT: Deep learning neural network (DLNN) has enormous potential in solving electromagnetic inverse design problem, and thus
meet the growing demand for rapid high gain antenna design in current industrial applications and other complex questions. Here, we
propose a wideband near-zero refractive index high gain antenna based on dual band near zero refractive index frequency selective surface
(DB-NZRI FSS) with the aid of Fourier transform neural network (FTNN). FTNN employs a Fourier transform-based data simplification
algorithm to address the prevalent issue of long training time in neural network for antenna design. We verify the universal adaptive and
effectiveness of FTNN by rapid designing near-zero refractive index metamaterial working in adjacent bands. The proposed DB-NZRI
FSS unit has transmission zeros at the magnetic resonance point and electric resonance point, and a stopband with high reflectivity exists
between the two points. By integrating the initial highly directional radiation effect of zero refractive index metamaterial with the planar
parallel cavity principle, the proposed lens antenna obtains the maximum gain of 12.64 dBi at 8.2GHz. The FTNN has high accuracy and
low loss of 0.0407. The designed DB-NZRI FSS has relatively low profile of 3mm (8% wavelength at the central frequency of 8.2GHz).
Besides, the designed antenna has the characteristics of dual polarizations and wideband with the relative 3 dB gain bandwidth of 19.35%
(7.56–9.18GHz).

1. INTRODUCTION

In recent years, metamaterials have been extensively exploreddue to its distinctive features that do not exist in nature, such
as left handed material [1, 2] chromatic aberration-free meta-
mirrors [3], superscattering [4], invisibility cloaking [5–12],
illusion devices [13], topological insulator [14], beam deflec-
tion [15, 16], beam focusing [17], high gain [18–21], orbital an-
gular momentum vortex beams generation [22–24], and multi-
beam antenna [25–28]. Previously, metamaterials with unique
function were designed purposely by following some physical
and mathematical guiding rules, which belong to the paradigm
of forward design. For example, when designing high gain
metamaterial antenna, the equivalent circuit method is often
utilized to guide the parameters optimization of the metamateri-
als [29]. Phase gradient across themetamaterial aperture is con-
structed to achieve antenna beam deflection [30]. To quickly
and efficiently complete the design of metamaterial antennas,
* Corresponding authors: Rui Xi (xirui@xidian.edu.cn); Bin Zheng
(zhengbin@ zju.edu.cn); Long Li (lilong@mail.xidian.edu.cn).
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recent research has proposed the deep learning neural network
(DLNN) [31] to inverse design metamaterial structures [32–
34].
DLNN has been widely applied to tasks such as logic oper-

ations [35], data analysis [36], pattern recognition [37], intel-
ligent control [38, 39], and predictive modeling [40]. By ana-
lyzing and mining large-scale data with deep learning models,
hidden patterns and trends from the data can be quickly and
effectively extracted, deepening our understanding of complex
systems. DLNN has shown great potential in solving electro-
magnetic inverse problems of rapid industrial design. This en-
ables the quick and cost-effective design of high-gain antennas
or the improvement of existing antenna performance.
Traditional inverse design methods, such as genetic al-

gorithm [41], adjoint method [42], and boundary element
method [43], usually require manual analysis of data to obtain
several key input points of the neural network. It is time
consuming and may result in key points missing. On the other
hand, if the complete data curve is utilized as the input data,
extended training time and increased computing resources are
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FIGURE 1. Schematic diagram of the hybrid architecture of the proposed FTNN.

inevitable. Previous studies have found that the correspon-
dence between function and metamaterial structure is usually
not a deterministic one-to-one problem, but a one-to-many
multi-value problem [44]. Therefore, it is necessary to cascade
a validation network after the inverse design network to verify
whether the calculation results are correct.
In order to solve this problem, we proposed Fourier trans-

form neural network (FTNN), a tandem neural network (TNN)
with simplified algorithm based on Fourier transform. We take
the complete simulation S parameter curve data as input, and
the FTNN can then process the data by reducing data volume to
half or even smaller. Therefore, there is no need for manual se-
lection of key points, and the demand for computing resources
is reduced.
In addition, TNN is utilized due to the simplification of the

original one to multivalued problem of inverse design into a
one-to-one single valued problem, which is achieved by val-
idating the output results and calculating the expected error
based on a validation network [45]. For the specific construc-
tion of FTNN, we use PyTorch framework to assist in building
the whole neural network hybrid architecture. Meanwhile, due
to the involvement of complex data in the simplified data, we
have made improvements to the forward propagation process
and loss calculation function, enabling the neural network to
effectively handle complex data.
Previous research has explored complex activation functions,

including modReLU, zReLU, and CReLU activations [46].
Our FTNN adopts the CReLU activation function, which ac-
tivates the real and imaginary parts respectively.
The proposed FTNN, illustrated as a hybrid architecture in

Fig. 1, has three modules that include a Fourier transform-based
data preprocessing algorithm served as the preprocessing layer,
a complex inverse design neural network served as the inver-

sion network, and a complex forward design neural network
served as the validation network.
To verify the effectiveness and applicability of the FTNN, we

used it to assist the design of a wideband near-zero refractive
index metamaterial and obtain a high gain antenna based on the
metamaterial.
A near-zero refractive index frequency selective surface

(NZRI FSS) is an artificial material surface that has a unique
refractive index close to or exactly zero [47–49]. According to
Snell’s law, the refractive angle transmitted through the NZRI
FSS always approaches vertical to the zero refractive surface
even if the incident angle is large, which is different from tradi-
tional materials. The dual band near zero refractive index fre-
quency selective surface (DB-NZRI FSS) proposed in this ar-
ticle has near zero refractive index points in two bands, which
are also the transmission poles with the highest transmission.
There is a high-reflection band between two near zero refrac-
tive index points. So according to the principle of planar par-
allel cavity [50], the proposed DB-NZRI FSS will experience
constructive interference of electromagnetic waves while work-
ing in the high-reflection band after loading the antenna, which
will ultimately achieve an enhanced antenna gain.
Previous studies have shown the widespread application of

NZRI FSS metamaterials in various fields, such as frequency
conversion [51, 52], broadband absorber [53], and high gain an-
tenna [47–49]. However, most of these studies focus on obtain-
ing zero refractive index based on near-zero permittivity, and
significant effort has been spent on optimizing and modifying
model structures. This paper proposes a high gain antenna con-
structed with DB-NZRI FSS and the aid of DL. Compared to
previous studies, the proposed DB-NZRI FSS achieves zero re-
fractive index characteristic through both near-zero permittivity
and near-zero permeability, with the aid of Fourier transform to
significantly accelerate the model design process.
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This paper proposes a high gain antenna constructed with
FTNN optimized DB-NZRI FSS. Compared with previous
studies, the proposed DB-NZRI FSS achieves dual-band zero
refractive index characteristic through both near-zero permit-
tivity and near-zero permeability, and the simplified FTNN al-
gorithm is proposed to significantly accelerate themodel design
process. Specifically, this article utilizes the high reflection
characteristics of the DB-NZRI FSS, and an electromagnetic
bandgap structure is constructed by cascading multiple layers
of DB-NZRI FSS, with near-zero refractive bands of each layer
working in adjacent bands. According to the principle of plane
parallel cavity, this structure allows electromagnetic waves to
reflect multiple times between the antenna ground plane and
multilayer cascaded DB-NZRI FSS, realizing constructive in-
terference to achieve high gain emission. In addition, by utiliz-
ing the vertical emission characteristics of DB-NZRI FSS, the
beam propagating in other directions is redirected to the nor-
mal direction of DB-NZRI FSS, further enhancing the gain as
shown in Fig. 2.

FIGURE 2. The schematic diagram of multiple reflections and deflec-
tion of electromagnetic waves.

In addition, this article proposes a fast inverse design net-
work algorithm based on Fourier transform transform neural
network (FTNN) and utilizes it to assist DB-NZRI FSS de-
sign. By combining efficient deep learning algorithms with
traditional design methods, an efficient design of near-zero re-
fractive metamaterial is thus successfully achieved. Fig. 1 and
Fig. 3 show schematic diagram of the proposed FTNN process
and schematic diagram of wideband high gain antenna based
on DB-NZRI FSS. Compared with using HFSS to sweep the

FIGURE 3. Schematic diagram of wideband high gain antenna based
on DB-NZRI FSS.

parameters and manually optimize, FTNN only needs less than
2 minutes of training time to give the corresponding model pa-
rameters, which greatly accelerates the design speed.

2. STRUCTURE AND METHODOLOGY

2.1. Design of Wideband Near-Zero Refractive Index Metama-
terial
As shown in Fig. 4, the DB-NZRI FSS is composed of a single-
layer unit, which consists of a substrate with metal patterns
printed on both sides. The square substrate is F4B dielectric
with a dielectric constant of 2.65. The substrate has a side
length of l1 and thickness h.

FIGURE 4. Structure of the DB-NZRI FSS unit.

The metal pattern features a complementary dual-layer sym-
metric resonant ring structure, which is composed of a square
patch etched with a circle slot and multiple rectangular slots.
The inner and outer radii of the circle slot are ri and ro, respec-
tively. The orthogonal rectangular slots within the inner ring
have a width ofwi; the orthogonal rectangular slots in the outer
ring have a width of wo; and the rectangular slot along the y-
axis has a width of w. Specific structural parameters are listed
in Table 1.

TABLE 1. Structural parameters of the DB-NZRI FSS initial unit.

Parameter Value (mm) Parameter Value (mm)
ri 6.3 wo 4
ro 8.7 wi 3
l1 18 w 3
h 3 / /

The structure is a combination of electric and magnetic reso-
nant components. The two arms along the x-axis form an elec-
tric resonant arm. Together with the two arms along the y-axis,
a capacitor is created with a width ofwo, producing electric res-
onance. The gaps in the y-axis arms act as openings in the res-
onant ring, enabling electric coupling and magnetic resonance.
We extracted and analyzed the constitutive parameters of the

DB-NZRI FSS unit using the method described in [54]. De-
fine the incident wave as being normally incident on the unit.
The electric field is applied along the y-axis. The transmission
characteristics of the unit are shown in Fig. 5.
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(a) (b)

(c) (d)

(e)

FIGURE 5. Characteristics of the single-layer zero-index metamaterial unit. (a) S11 and S21, (b) permittivity, (c) permeability, (d) refracture index,
(e) normalized wave impedance.

As shown in Fig. 5, the unit exhibits near-zero magnetic
permeability and near-zero refractive index characteristics at
f1 = 7.5GHz, near-zero electric permittivity and near-zero re-
fractive index characteristics at f2 = 9GHz. The unit displays
strong magnetic resonance at f3 = 7.1GHz and strong elec-
tric resonance at f4 = 8.2GHz. Based on the S-parameters, it
is evident that the unit has two transmission zeros at 7.1GHz
and 8.2GHz, corresponding to the strong magnetic resonance
at f3 and strong electric resonance at f4, respectively. Trans-
mission poles occur at f5 = 6.9GHz and f6 = 9GHz, and the
latter corresponds to the electric resonance point f2. The band-
stop characteristic of the proposed DB-NZRI FSS is observed
in Fig. 5(a), and there is a stopbandwith high reflection between
the two strong resonance frequencies f3, f4. According to the
principle of planar parallel cavity, this structure allows elec-
tromagnetic waves to achieve multiple reflections between the
antenna ground plane and DB-NZRI FSS for high gain achieve-
ment.
As illustrated in Fig. 6, the electric field distribution in the

yoz plane of the TEM waveguide model at various resonance

frequencies reveals that the unit transmits most of the electric
field at the electric near-zero-point f2. In contrast, at the mag-
netic near-zero-point f1 and the two transmission zeros, only a
small amount of the electric field passes through. This is due
to changes in the dielectric constant and permeability causing
variations in the normalized wave impedance. The normalized
wave impedance at f1 and f2 is zero and at its peak, respec-
tively, while at the transmission zeros f3 and f4, the normalized
wave impedance is approximately zero, mismatching with air.
At the transmission pole f5, the normalized wave impedance
is 1, matching well with air. Although there is an impedance
mismatch at f2, the electric permittivity is zero at this point,
resulting in an ENZ (epsilon-near-zero) tunneling effect, thus
achieving excellent transmission performance.

2.2. Proposed Fourier Transform Neural Network (FTNN)

The process of the proposed FTNN-assisted metamaterial unit
optimization design is as follows: Firstly, a desired result curve
(e.g., S21 curve) is plotted and used as the input to the neural
network; next, the preprocessing layer will use the FFT simpli-
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FIGURE 6. Electric field distribution at each resonance points on the Y OZ plane of the TEM waveguide unit. (a), (b) at magnetic near zero-point f1
and electric near zero frequency point f2, (c), (d) at transmission zero-point f3 and f4, (e), (f) at transmission pole f5 and f6.

fication algorithm to simplify the input data into complex data,
and after this step, the number of input data points can be effec-
tively reduced to half of the original data points or lower with
almost no loss of information; after that, the inversion network
will use the simplified data to predict the corresponding struc-
tural parameters and pass the result to the validation network;
the validation network will use the predicted structural parame-
ters to calculate the corresponding simplified data or S21 curve,
and the loss of FTNN can be obtained by comparing the two
simplified data; if the error is low enough (lower than 0.1), it
can be considered as valid. The predicted structural parameters
of FTNN can be used to guide the design of the metamaterial.
We conducted a performance comparison between the TNN

and FTNN when facing the same inverse design task. In order
to clearly understand the improvement of FTNN compared to
the TNN. We have chosen mean errors as performance indica-
tor. In each model, we used the same setting for hyperparame-
ters to ensure the fairness of comparison.
As shown in Fig. 7, FTNN has higher computational accu-

racy than TNN. Next, it is necessary to analyze and introduce
the FFT simplification algorithmwe used. Inspired by data pre-
processing method in digital signal processing, the system first
uses Equation (1) and Equation (2) to simplify the input data
volumewith a Fourier transform [55]. x(n) represents the input
data;X(k) represents the transformed spectrum;Ne represents
the number of points in the input data; n and k represent the nth

and kth points in the curve and spectrum.

X(k) =

Ne∑
n=0

x(n)wkn
Ne

, wkn
Ne

= e−j 2π
Ne (1)

FIGURE 7. The comparison between TNN and FTNN.

x(n) = [x1, x2, · · · , xNe ] , X(k) = [k1, k2, · · · , kNe ] (2)

The input and output of the FFT simplification algorithm are
shown in Fig. 8. We can see from Fig. 8 that the input is an
S21 curve, and its spectrum is obtained after FFT transforma-
tion. Analyzing its spectrum reveals that the values in the spec-
trum are concentrated at both ends. Since the value of the spec-
trum can reflect the energy level of the frequency points [55],
a low-pass filter can be used to remove the middle to high fre-
quency components and only retain the low-frequency compo-
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FIGURE 8. Using FFT to obtain spectrum and simplified spectrum. (a) S21 curve, (b) spectrum and simplified spectrum.

nents at both ends, thus preserving the sampling point without
losing too much information. The simplified formula is shown
in Equation (3), where Xm(k) represents the simplified spec-
trum, X(k) the spectrum, and k the kth point in the spectrum.

Xm(k) = X(k) · (1, 1, 1, 1, ...0, 0, 0, 0...1, 1, 1, 1) (3)

We calculate the energy proportion of the simplified results
using Equation (4). In Equation (4), aj and ai represent the jth
and ith points in the spectrum and simplified spectrum; X and
XM represent the spectrum and simplified spectrum; γ repre-
sents the energy proportion of the simplified spectrum to the
total spectrum.

γ =

∑
ai∈XM

a2i∑
aj∈X a2j

(4)

Generally, it can be considered that the Fourier series sub-
space inherits enough information to meet the FTNN training
requirements when γ > 0.95. The Ne-dimensional data with
only real part is thus reduced to 2M -dimensional complex data,
and thus the data volume simplification is realized. The simpli-
fied data can then be transmitted to the complex inverse neural
network for training.
The neural network framework provided by PyTorch can

only handle real numbers. Therefore, when being faced with
input complex data, its real and imaginary parts can only be
separated into two sets of real data inputs. This will result in
the loss of correlation information contained between the real
and imaginary parts of complex data.
To address this issue, we have improved the PyTorch frame-

work and made modifications including but not limited to the
forward propagation process and loss calculation part. A com-
plex data neural network is then proposed, capable of perform-
ing activation and other operations on input complex data.
The data input part of the complex inverse neural network

usesDataLoader in Pytorch for convenient dataset composition,
single-thread or multi-thread reading, batch size settings, data
shuffling, and placing data on the GPU.
The complex inverse neural network uses the Adam adaptive

learning rate optimizer with L2 regularization. The adaptive
learning rate optimizer effectively suppresses gradient explo-
sion and vanishing gradient issues, reducing the time needed
to find a suitable learning rate. L2 regularization constrains

the model’s parameters by introducing an additional penalty
term in the loss function, thereby reducing the model’s com-
plexity. This additional penalty is related to the magnitude or
number of the model’s parameters and aims to encourage the
model to learn simple patterns rather than overfitting the train-
ing data. Consequently, it effectively reduces the model’s com-
plexity, lowers the risk of overfitting, and controls the variation
in weight values, thereby preventing gradient explosion.
To calculate input complex data, the linear operations during

each forward propagation are changed to complex multiplica-
tion, as shown in Equation (5), where W = A + iB is the
parameters of complex neural networks; h = x + iy is the in-
put complex data; andW ∗h is the forward propagation process
of FTNN.

W ∗ h = (A ∗ x−B ∗ y) + i(B ∗ x+A ∗ y) (5)

The loss function of the model uses a modified MSELoss
function, as shown in Equation (6), which calculates the sum
of the squared differences between the predicted and true val-
ues’ real and imaginary parts, where a is the predicted simpli-
fied spectrum; b is the input simplified spectrum; Eloss is the
deviation between FTNN output and expected output.

Eloss = loss(a, b)

= (Re(a)− Re(b))2 + (Im(a)− Im(b))
2 (6)

The training progress of the neural network is controlled by
setting an iteration limit and a stopping mechanism. If the loss
function value Eloss meets the set threshold and remains sta-
ble for 50 epochs or reaches the maximum number of itera-
tions, training ends. Otherwise, the structure (the number of
hidden layers) and hyperparameters (learning rate, weight) of
neural network are adjusted, and training is resumed. The per-
formance of FTNN is evaluated using the loss function Equa-
tion (6) to find the hyperparameters that minimize the loss func-
tion, resulting in the desired FTNN.
Based on the traditional inversion network, a set of S-

parameter curves always correspond to multiple sets of struc-
tural parameters, which results in a non-convex (multivalued
issue) problem. A forward neural network after the inversion
network is then added here to transform the nonconvex problem
to a convex (single valued issue) problem, improving model re-
liability [44].
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Finally, a forward design neural network constructed as a val-
idation network is cascaded at the output end of the inversion
network. The structure of the validation network is similar to
that of the inverse neural network, but the input-output is oppo-
site.
The validation network is built on the PyTorch framework,

utilizing a fully connected architecture with early stopping and
random data input mechanisms. The neural network uses the
adaptive Adam optimizer with L2 regularization. The activa-
tion function used is the CReLU function, which facilitates effi-
cient gradient descent and backpropagation while avoiding gra-
dient explosion and vanishing gradient issues. The loss func-
tion of the model is the modified MSELoss function, averaging
the squared differences between predicted and true values. The
designed FTNN neural network can inversely predict the struc-
ture parameters of the DB-NZRI FSS unit using ideal S param-
eter curve as input. As the FTNN neural network is based on
a data-driven model, we need to prepare enough datasets be-
fore training the network. Therefore, we utilized the widely
used commercial full wave simulation software HFSS to gen-
erate S21 data. The training dataset was collected by uniformly
sampling the metamaterial parameters.
The unit thickness was set at 1mm, which is ultra-thin

(1/36.6λ) at center working frequency of 8.2GHz. The key
parameters affecting the near-zero refractive frequency posi-
tions are widths wo and wi, which are concluded from param-
eter analysis. They are thus used as the output of FTNN, and
the ideal S21 data are used as input for FTNN. We first need to
train the validation network part of FTNN. The FTNN is trained
using 444 sets of S21 data generated by HFSS full-wave simu-
lation, with 400 sets used as the training set and the remaining
44 sets as the validation set. The training time is 35.01 sec-
onds, while the training loss is 0.0153, and the validation loss
is 0.0147, demonstrating high accuracy.
Verify the accuracy of the validation network by randomly

selecting the structural parametersX1 = [wo, wi] = [2.6, 0.85]
within the training set and X2 = [wo, wi] = [3.2, 3.2] out-
side the training set. They are input into the validation network
and output the predicted S-parameter curve, which is then com-
pared with the full wave simulation curves of HFSS. If the pre-
diction curve of the validation network is consistent or similar
to the full wave simulation S curve of HFSS, it can be consid-
ered that the validation network can accurately predict the full
wave simulation curve. This demonstrates the ability of valida-
tion network to replace full wave simulation and quickly obtain
full wave simulation curves.
The comparison between the validation network predicted

curves and HFSS full-wave simulation curves is shown in
Fig. 9.
As shown in Fig. 9, the simulation S data results closely

match the predicted output of FTNN. This indicates the ac-
curacy of the proposed validation neural network and demon-
strates its potential to replace simulation software for fast sim-
ulation.
Next, it is necessary to test FTNN. Considering that each set

of S21 data has 121 points, M = 25 is chosen to establish the
Fourier transform subspace, compressing the 121 points to 50

FIGURE 9. Comparison between prediction curves and simulation re-
sults, within the training range and outside the training range.

points, with approximately 0.98 (meeting the requirement >
0.95). The model’s training time is 1.145 minutes; the training
loss is 0.029; and the validation loss is 0.0407, demonstrating
high accuracy.
With the key structure parameters, X1 = [wo, wi] set as

[2.6, 0.85] (which is within the training set), the related full-
wave simulation S21 curve is then input into the FTNN. Com-
pare the calculated results to verify whether the network has
correctly and sufficiently learned the mapping relationship be-
tween the full-wave simulation response curve and structural
parameters. With the key structure parameters X2 = [wo, wi]
set as [3.2, 3.2] (which is outside the training set), the related
full-wave simulation S21 curve is then input into the FTNN.
Compare the calculated results to verify whether the network
has an overfitting problem.
The corresponding outputs of FTNN are Z1 = [wo, wi] =

[2.5452, 0.8142] and Z2 = [wo, wi] = [3.1229, 3.1795], cor-
rectly predicting the corresponding structural parameters of
the input full-wave simulation curves. This indicates that the
FTNN has correctly learned the mapping relationship between
the response curves and structural parameters and can effec-
tively assist in subsequent antenna design.
Then, use the previously proposed DB-NZRI FSS unit as

unit 1 and use FTNN to assist in designing unit 2, unit 3. The
expected S21 curves of unit 2 and unit 3 are plotted as shown
in Fig. 10. After inputting the curve into FTNN, we get that the
values ofwo for unit 2 and unit 3 are 1.9264 and 0.6476, respec-
tively, and the values ofwi are 1.5017 and 2.0373, respectively.
The comparison of the expected curves and predicted curves is
shown in Fig. 11.
Finally, consideringmanufacturing process factors, the struc-

tural parameters for unit 1, unit 2, and unit 3 are wo = 4, 2, 0.6
and wi = 3, 1.5, 2, respectively. The waveguide transmission
method was used to simulate the transmission characteristics
in HFSS, and the refractive index was calculated using MAT-
LAB. The corresponding refractive index ofDB-NZRI FSS unit
is shown in Fig. 12, in which zero refractive index character-
istics around f1 = 4.4GHz, f ′

1 = 5.4GHz, f ′′
1 = 7GHz,

f2 = 8.4GHz, f ′
2 = 8.6GHz, and f ′′

2 = 10GHz are observed
respectively. In order to better characterize the properties of
the proposed near-zero metamaterials, in Fig. 13 the permittiv-
ity, permeability, refractive index, and effective impedance of
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FIGURE 10. Expected curves used as input for FTNN to calculate the structural parameters of unit 2 and unit 3, (a) unit 2, (b) unit 3.
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FIGURE 11. The comparison between the S21 curve of the prediction unit and the expected curve, (a) within the training set, (b) outside the training
set.

(a) (b)

FIGURE 12. Characteristics and refractive index of unit 1, unit 2 and unit 3, (a) S11 and S21, (b) refractive index.

unit 1, unit 2, unit 3 are plotted. Three units are cascaded with
inter-layer distance set as 0mm, which can further improve the
bandwidth and gain of the antenna. This shows that the FTNN
successfully achieves the inverse design goal.

3. HIGAN GAIN LENS ANTENNA BASED ON DB-NZRI-
FSS

3.1. The Simulation Verification of High-Gain Antenna Based
on DB-NZRI FSS
The wideband near-zero refractive index high gain antenna pro-
posed in this article consists of a DB-NZRI FSS and a feed

antenna. The feed antenna adopts a patch antenna with an L-
shaped slot [56], and the specific design dimension has been
explained in Fig. 14 and Table 2.
The previously designed DB-NZRI FSS unit is periodically

arranged as a 3 ∗ 3 array and loaded on top of a patch an-
tenna. The simulation analyses of its gain and electric field are
compared, and the simulation results are shown in Fig. 15 and
Fig. 16.
After loading a single-layer DB-NZRI FSS, the radiation

field of the antenna is significantly improved from a spherical
wave to a plane wave due to the vertical emission characteris-
tics and planar parallel cavity principle. Comparing the gain

20 www.jpier.org



Progress In Electromagnetics Research, Vol. 182, 13-25, 2025

(a) (b)

(c) (d)

FIGURE 13. The permittivity, permeability, refractive index, and effective impedance of the three units, (a) permittivity, (b) permeability, (c) refractive
index, (d) effective impedance.

FIGURE 14. Structure of the feed antenna.

(a)

(b)

FIGURE 15. Comparison of electric field radiation, (a) electric field
radiation pattern of feed antenna at 8.2GHz, (b) electric field radia-
tion pattern of metamaterial antenna at 8.2GHz.
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(a) (b)

FIGURE 16. Comparison of gain and direction of antenna at 8.2GHz, (a) gain comparison of feed antenna and metamaterial antenna, (b) direction
comparison of feed antenna and metamaterial antenna.

(a) (b)

FIGURE 17. Test environment and antenna sample figure, (a) test environment, (b) antenna sample.

TABLE 2. Structural parameters of the feed antenna.

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)
h1 1.5 h2 3 h3 0.5 hc 3
hg 4 ws 18 wc 4.3 wp 6
wg 95.8 wd 75.8 wf 1.5 ls 18
lc 12.5 lp 6 lg 95.8 ld 75.8
lf 15.5 dx1 38.9 dx2 43.6 dy1 35.7
dy2 43.6 / / / / / /

before and after loading, the maximum gain increased from
6.55 dBi to 12.06 dBi while maintaining a 3 dB gain bandwidth
from 7.26GHz to 9.66GHz, with a relative gain bandwidth of
28.36%. The radiation pattern comparison shows a noticeable
improvement in directivity. However, there is still room for
further improvement in the antenna’s radiation performance.
Therefore, based on previous analysis, a three layers DB-NZRI
FSS was created by unit 1, unit 2, and unit 3. By loading the
three layers DB-NZRI FSS with different zero refractive index
frequency points, the gain of antenna can be further improved
while maintaining broadband.

After loading the three layers DB-NZRI FSS, the antenna’s
maximum gain increased from 6.74 dBi to 12.77 dBi with
3 dB bandwidth of 20.70% (from 7.58GHz to 9.33GHz).
At 8.2GHz, the directionality of the antenna has been sig-
nificantly improved. In summary, the designed DB-NZRI
FSS demonstrates excellent electromagnetic wave focusing
performance and can effectively enhance the antenna gain.

3.2. The Experiment Verification of High-Gain Antenna Based
on DB-NZRI FSS
Following the theoretical guidance, we constructed a physical
model and tested its gain performance. The sample and test
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(a) (b)

FIGURE 18. Comparison of actual antenna gain, (a) wideband gain enhancement, (b) gain enhancement at 8.2GHz.

TABLE 3. Comparison of the proposed work with reference antennas.

Reference Relative bandwidth (%) Maximum gain (dBi) Frequency (GHz)
[57] 14 14.5 7.7
[58] 3.85 3.48 5.2
[59] 4.7 and 3 12.3 and 14.2 43 and 43
[60] 8.6 12.31 7.45

This work 19.35 12.64 7.56–9.18

environment figures are shown in Fig. 17, and the test results
are shown in Fig. 18. The antenna achieves a maximum gain
of 12.64 dBi. At 8.2GHz, the main lobe of the beam is con-
trolled within±30◦. It was concluded after the experiment that
the errors existing between the test data and simulation data
were influenced by the experimental environment and process-
ing errors. In summary, the test results matched the simulation
results well. The proposed antenna features a wide bandwidth,
high gain, and high directivity.

4. CONCLUSION
The metamaterial antenna that we proposed is compared with
published works, and the comparison results are shown in Ta-
ble 3. The proposed antenna has the advantage of dual fre-
quency zero refractive index based on zero magnetic perme-
ability, while achieving higher gain and wider 3 dB gain band-
width.
This article proposes a broadband high gain antenna based

on near zero refractive index materials designed using deep
learning. It achieves a maximum gain of 12.64 dBi and a rel-
ative bandwidth of 19.35%, with good directivity. The pro-
posed deep learning design method can quickly determine the
corresponding structural parameters of the required S11 curve,
thereby significantly accelerating the antenna design process.
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