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ABSTRACT: Uncertainty analysis has been widely used in electromagnetic compatibility (EMC) simulation. However, a comprehensive
credibility assessment system for it has yet to be established. In this article, the concepts of failure domain and failure rate are introduced
from the perspective of the practical application of uncertainty analysis methods. The study aims to assess the reliability of uncertainty
analysis method from the perspective of system failure, providing a theoretical basis for guiding practical electromagnetic compatibility
design through uncertainty analysis.

1. INTRODUCTION

For deterministic EMC simulations, credibility assessment
has reached a relatively mature stage. In 2008, the IEEE

Standards Association introduced the 1597.1 standard, titled
“IEEE Standard for Validation of Computational Electromag-
netics Computer Modeling and Simulations” [1], along with
detailed implementation guidance [2]. The standard takes
Feature Selection Validation (FSV) method as a core step to
quantitatively evaluate the difference between simulation re-
sults and standard results, avoiding the subjectivity and non-
transmissibility of human judgment. In recent years, FSV
method has been improved in terms of computational perfor-
mance and applicability. Orlandi et al. introduced 2D-FSV,
which applies 2D Fourier Transform to extend the method
for the credibility assessment of 2D simulation models [3].
Zhang et al. introduced a continuous probability density dis-
tribution function into the evaluation results of FSV method to
obtain more easily interpretable results [4]. They also proposed
using the low-frequency component of the data as a reference
to address the issues of the FSV method in the credibility as-
sessment of over-zero data. Zhang et al. proposed extending
the FSV method to multidimensional simulation model credi-
bility assessment through an iterative approach [5]. In 2022,
the IEEE Standards Association revised the 1597.1 standard to
incorporate various improvements [6].
In recent years, uncertainty analysis has been developed into

a comprehensive research framework in the field of EMC [7, 8].
Uncertainty factors in the actual electromagnetic environment
introduce randomness into the inputs. To ensure the reliabil-
ity and practicality of electromagnetic protection design, un-
certainty analysis method is introduced to study the impact of
these uncertainty factors on electromagnetic design.
To fill the gap in the uncertainty EMC simulation evaluation

system, Jauregui et al. improved FSV method and successfully
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applied it to EMC uncertainty simulation evaluation [9]. FSV
can quantitatively assess the accuracy of uncertainty analysis
methods. Ferson et al. introduced the area metric and prob-
ability integral transform to calculate the area difference be-
tween the probability distribution functions of the output re-
sponse from the model and reference result [10]. Bai et al. in-
troduced Mean Equivalent Area Method (MEAM) to replace
the probability density function with a uniform distribution for
ease of calculation, using the equivalent area to evaluate the
performance of the uncertainty analysis method [11].
However, in existing studies on EMC uncertainty analysis,

the mean value, standard deviation, and root mean square er-
ror are often used as evaluation criteria [12]. While these met-
rics provide an overall assessment of the uncertainty analysis
method’s performance, they fail to account for system failures
caused by uncertainty factors in practical engineering. In prac-
tical engineering, the system’s input fluctuates within an uncer-
tainty interval, which in turn causes a large fluctuation range in
the output, which may even cross the critical failure value, re-
sulting in failure. For example, the uncertainty in the aperture
size of the electromagnetic shielding box can affect the shield-
ing effectiveness. Certain equipment requires the shielding ef-
fectiveness to meet a specific threshold to ensure proper oper-
ation within the shielding box. If the shielding effectiveness
falls below this threshold, it is deemed a failure. Therefore, the
failure rate can also serve as an evaluation criterion for EMC
uncertainty analysis, enhancing the reliability and practicality
of electromagnetic design.
With the development of machine learning, uncertainty anal-

ysis methods based on surrogate models have become a popu-
lar research topic [13]. Kriging and LSSVR are representative
methods. Therefore, this article applies Kriging and LSSVR
methods to perform uncertainty analysis on the shielding ef-
fectiveness example of a metal box to obtain failure rate re-
sults. Monte Carlo Method (MCM) is used as a reference, and
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a credibility assessment method based on failure rate is applied
to compare the accuracies of Kriging and LSSVR.
This article is structured as follows. Section 2 introduces

three uncertainty analysis methods: MCM, Kriging, and
LSSVR. In Section 3, the concepts of failure domain and
failure rate are introduced. Section 4 applies the Robinson
method and finite element method to two metal box shielding
effectiveness examples to test the performance of failure rate.
Section 5 summarizes the article.

2. UNCERTAINTY ANALYSIS METHODS
When dealing with uncertainty analysis, a random variable
model in vector form is usually used to describe uncertainty
factors, as follows:

ξ = {ξ1, ξ2, . . . , ξj , . . . , ξN} (1)

where ξj is a random variable, ξ a vector of random variables,
and N the number of random variables.

2.1. MCM
The principle of MCM is to characterize a random variable ξ
by using exhaustive sampling points S1 = [X1,X2, . . . ,Xn],
meaning that all possible scenarios are considered, where the
number of sampling points is denoted as n, and each sampling
point Xi is an N -dimensional vector, as follows:

Xi = {Xi(1), Xi(2), . . . , Xi(j), . . . , Xi(N)} (2)

whereXi(j) are all determined constant values that correspond
to ξj in Equation (1).
The MCM-based approach to EMC uncertainty analysis in-

volves performing deterministic EMC simulations at each sam-
pling point Xi.

Yi = EMC[Xi] (3)
where EMC[ ] represents a single deterministic EMC simulation
process. Yi is the result of a single EMC simulation, and its
dimension is not N . It must be specifically determined based
on the output of interest. Y = [Y1,Y2, . . . ,Yn] is the set of
EMC simulation results, i.e., MCM-based simulation results.
The data is then statistically analyzed to obtain the results of
the uncertainty analysis. In this article, the uncertainty analysis
results from MCM serve as the reference standard.

2.2. Uncertainty Analysis Methods Based on the Surrogate
Model
When a problem that requires significant computational effort
and is difficult to solve is encountered in practical engineering,
the original model can be replaced by a simplified model with
lower computational requirements and faster solution speed.
This simplified model is called a surrogate model.
First, the sampling space is sampled, for example, using

Latin hypercube sampling to obtain m sampling points (S2 =
[x1, x2, . . . , xm]), wherem is significantly smaller than n. xi is
also anN -dimensional constant value vector data. Determinis-
tic EMC simulation is performed at each sampling point xi.

yi = EMC[xi] (4)

y = [y1, y2, . . . , ym]
T is the set of EMC simulation results. The

training set {xi, yi}mi=1 is obtained from the above analysis and
is used to train surrogate models.
Here, the two surrogate models used in this article, Kriging

and LSSVR, are introduced.
Kriging model is an interpolation model that generates inter-

polated results by linearly weighting the known EMC simula-
tion results, yi.

ŷ(x) =
m∑
i=1

wiyi (5)

where w = [w1, w2, . . . , wm]T are the weighting coefficients,
and by assigning the value of the weighting coefficients w, the
response value of any point in the sampling space can be ob-
tained.
As concluded in [14], Kriging model can be ultimately ex-

pressed as:

ŷ(x) = β0 + rT(x)R−1 (y− β0F) (6)

where β0 = (FTR−1F)−1FTR−1y, F = [1, 1, . . . , 1]
T, R = R(x1, x1) · · · R(x1, xm)

...
...

R(xm, x1) · · · R(xm, xm)

, and r =

 R(x1, x)
...

R(xm, x)

.
Let Vkrig = R−1 (y− β0F), then both β0 and Vkrig are related
only to known sample points.
Finally, Kriging is used to calculate the response values of

all the sampling points in the exhaustive sampling space S1,
resulting in the set of Kriging-based simulation results Ykrig.
They are then aggregated to obtain the results of the uncertainty
analysis.
LSSVR is also a commonly used surrogate model in EMC

uncertainty analysis, with the advantages of fast training, good
generalization, and the ability to fit nonlinear functions.
LSSVR maps the input space to a high-dimensional feature

space via a nonlinear mapping ϕ (·) and identifies the optimal
linear function within this feature space. The dimension of the
high-dimensional feature space may be infinite, and the spe-
cific form of the nonlinear mapping ϕ (·) is typically unknown.
Therefore, the kernel function technique in Equation (7) is em-
ployed to significantly simplify the computation by replacing
the direct calculation of the nonlinear mapping with its inner
product.

K(xi, xj) = ϕ(xi) · ϕ(xj) (7)
where K(xi, xj) is the kernel function, and in this paper the
Gaussian kernel functionK(xi, xj) = exp(− ∥ xi−xj ∥2 /ρ2)
is chosen.
The LSSVR model obtained from [13] is shown below:

f(x) =
m∑
i=1

αiK (xi, x) + b (8)

where αi is the Lagrange multiplier, and b is the bias term.
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Finally, LSSVR is used to calculate the response values of
all sampling points in the exhaustive sampling set S1, generat-
ing a simulation result set YLSSVR based on LSSVR. A statisti-
cal analysis is then performed on this set to obtain uncertainty
analysis results.

3. FAILURE RATE OF EMC UNCERTAINTY ANALYSIS
The purpose of the EMC uncertainty analysis method is to cal-
culate the propagation of uncertainty from input to output pa-
rameters. When the input parameters of an EMC simulation
are uncertain due to real-world non-idealities, this uncertainty
is also reflected in the output. As shown in the simulation re-
sults in Figure 1, any given point on a one-dimensional curve
represents not just a value, but a range of values or a probability
density function (PDF). The uncertainty in the output results in-
troduces the potential for system failure. In practical engineer-
ing, many precision instruments have stringent electromagnetic
compatibility requirements. If the output uncertainty exceeds
the electromagnetic compatibility threshold, the system may be
at risk of failure.

FIGURE 1. Result of the EMC uncertainty analysis.

The failure domain refers to the portion of the EMC un-
certainty output that represents failure. This article uses PDF
curves to characterize the failure domain from two perspectives
of EMC. EMC encompasses two key requirements. On one
hand, it refers to the requirement that the electromagnetic in-
terference generated by a device during normal operation does
not exceed certain limits within its environment, i.e., EMC dis-
turbance. On the other hand, it involves the requirement that a
device has a certain level of immunity to the electromagnetic
interference present in its environment, i.e., EMC immunity.
Figure 2 presents a schematic diagram of the failure do-

main. From the perspective of EMC disturbance, system fail-
ures caused by excessive electromagnetic interference from the
device, such as crosstalk in the cable bundle, are considered.

FIGURE 2. Failure domain for EMC uncertainty analysis.

The failure domain is defined as the area above the critical in-
terference threshold, as shown below:

F = {X : Y (X) > Y1} (9)

where X is the EMC uncertainty input, Y the system output,
and Y1 the critical failure threshold.
From the perspective of EMC immunity, system failures are

caused by equipment’s inability to meet immunity standards,
such as the shielding effectiveness of metal boxes. The fail-
ure domain is an area where the critical immunity threshold is
exceeded, as shown below:

F = {X : Y (X) < Y2} (10)

where X is the EMC uncertainty input, Y the system output,
and Y2 the critical failure threshold.
Failure rate is the proportion of points in the failure domain

to the entire sample space. The concept of failure rate is more
clearly illustrated in this paper with the help of the PDF curve,
as shown in Equation (11).

Pr =

∫
F

pdf(ε)dε (11)

where pdf(ε) is the probability density function.
Credibility assessment is used to compare the results of the

uncertainty analysis with reference data to verify the accuracy
of the EMC uncertainty analysis method. This article proposes
the concept of failure rate and uses it in the next section to assess
the credibility of the uncertainty analysis method.

4. EXAMPLE ANALYSIS
This article presents the metal box shielding effectiveness ex-
ample to evaluate the performance of the failure rate and dis-
cusses the results of the credibility assessment based on both
the failure rate and MEAM.
Metal boxes are commonly used to shield against electro-

magnetic radiation. Holes are punched in their surface to allow
the passage of power lines or for heat dissipation, which can
reduce the overall shielding effectiveness. The size of these
apertures is influenced by manufacturing tolerances or corro-
sion, which are often random. Uncertainty in the aperture size
can impact the shielding effectiveness. If the shielding effec-
tiveness falls below the critical failure threshold, the shielding
effectiveness of the metal box is deemed to fail.

4.1. Example of a Single-HoleMetal Box Based on the Robinson
Method
Robinson method [15] is an analytical algorithm used to predict
the shielding effectiveness of an open-hole shielded box. It is
simple in form and fast in calculation. However, it can only
accurately calculate the shielding effectiveness of a single-hole
metal box. In this study, the Robinson method is applied to cal-
culate the shielding effectiveness of the single-hole metal box
shown in Figure 3.
The rectangular metal box has a cavity with internal dimen-

sions a × b × d, thickness t, and a rectangular aperture in the
center of the panel with dimensions l × w. There is excitation

57 www.jpier.org



Huo et al.

FIGURE 3. Schematic diagram of a single-hole metal box shielding
effectiveness example.

plane wave radiation outside themetal box, which is incident on
the rectangular cavity face of the opening perpendicular to the
panel and polarized along the height of the cavity. The shield-
ing effectiveness test point P is along the center of the panel at
a distance p from the open aperture. The specific values of the
partial parameters are a = 300mm, b = 120mm, d = 300mm,
t = 1mm, and p = 150mm. The metal chosen is aluminum,
which has a conductivity of σ = 3.8 × 107 S/m and a relative
permittivity of εr = 1. The rest of the solution space is simi-
larly approximated as a vacuum.
It is assumed that the length l and width w of the rectangular

aperture in the center of the panel are the uncertainty factors for
this example, described by the following random variables:{

l = 100 + 10× ξ1 [mm]

w = 5 + 0.5× ξ2 [mm]
(12)

where ξ1 and ξ2 are uniformly distributed random variables in
the interval [−1, 1].
According to Robinson method, it is assumed that the fre-

quency of the excitation plane wave is f = 40MHz. The value
of the electric field strength at point P in the absence of a metal
box is calculated as E0. The value of the electric field strength
at point P in the presence of a metal box is calculated as E1.
The result of the shielding effectiveness at this frequency point
is shown below:

SE = 20× log10
(
E0

E1

)
[dB] (13)

The results of the uncertainty analyses of the MCM are used
as standard data, which are performed for 10,000 determinis-
tic simulations at the exhaustive sampling point S1 to ensure
convergence. The sample space S2 of Kriging and LSSVR has
36 sampling points, i.e., m = 36. Deterministic simulations
are performed on these sampling points to obtain the training
set, which in turn leads to the construction of the surrogate
model and finally produces the results of the uncertainty analy-
sis. Figure 4 illustrates the PDF curves for MCM, Kriging, and
LSSVR.
The shielding effectiveness requirements for metal boxes

vary based on the application. According to the standards
in [16], it is assumed that the shielding box used in this study
is a “general” electromagnetic shielding box, with a shielding

FIGURE 4. Probability density of the shielding effectiveness of a single-
hole metal box.

index requirement of SE > 60 [dB]. In other words, the failure
domain of the shielding effectiveness of the metal box is:

F = {X : SE(X) < 60 [dB]} (14)

Figure 5 shows the shielding effectiveness failure domain
based on three uncertainty analysis methods. MCM has ex-
tremely high calculation accuracy and is a widely recognized
reference standard in the field of EMC simulation [17]. There-
fore, the closer the result obtained by other uncertainty analysis
methods is to that of the MCM, the higher the accuracy of the
method is.
The shielding effectiveness failure rate results based on the

three uncertainty analysis methods are shown in Table 1. The
failure rate Pr(MCM) of MCM is 1.22%, which is used as the
standard. The failure ratePr(Kriging) of Kriging is 1.36%, and its
relative error is 11.48%. The failure rate Pr(LSSVR) of LSSVR
is 0.95%, and the relative error is 22.13%. A relative error of
10% is considered to be one order of magnitude. It can be seen
that when the reliability is assessed using the failure rate, the
accuracies of Kriging and LSSVR are relatively high, differing
by only one order of magnitude, with Kriging being slightly
more accurate than LSSVR.

TABLE 1. Failure rate results.

failure rate relative error
MCM 1.22% /
Kriging 1.36% 11.48%
LSSVR 0.95% 22.13%

The MEAM results of the two uncertainty analysis methods,
Kriging and LSSVR, are shown in Table 2. The MEAM re-
sult of Kriging is 0.9762, and the MEAM result of LSSVR is
0.8977. The MEAM assessment result is a constant between 0
and 1. The closer the value is to 1, the smaller the difference is,
and the more accurate the uncertainty analysis method is [11].

TABLE 2. MEAM result.

MEAM
Kriging 0.9762
LSSVR 0.8977
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(a)

(b) (c)

FIGURE 5. Shielding effectiveness failure domain based on three uncertainty analysis methods. (a) MCM, (b) Kriging, (c) LSSVR.

FIGURE 6. Schematic diagram of the shielding effectiveness example
for a perforated metal box.

Therefore, when MEAM is used for credibility assessment, the
accuracy of Kriging is slightly higher than that of LSSVR. The
failure rate assessment result is consistent with that of MEAM.

4.2. Porous Metal Box Example Based on the Finite Element
Method

To further test the performance of the failure rate, this section
constructs a perforated metal box model using COMSOL sim-

FIGURE 7. Schematic diagram of the apertures of the three-aperture
metal box.

ulation software. As shown in Figure 6, an anechoic chamber
is first constructed to absorb electromagnetic waves inside and
block incoming signals from outside. Then, a biconical antenna
is placed at the center of the chamber to emit electromagnetic
waves. Finally, a three-hole metal box is built at a certain dis-
tance from the antenna.
The metal box parameters in this example are the same as

those in the previous section, except for the parameters of the
apertures. The internal dimensions of the cavity of the rectan-
gular metal box are a×b×d, where a = 300mm, b = 120mm,

59 www.jpier.org



Huo et al.

FIGURE 8. Construction of joint simulation platform of MATLAB software and COMSOL software.

d = 300mm, and thickness t = 1mm. The shielding effective-
ness test point P is along the center of the panel at a distance
p = 150mm from the aperture. The metal chosen is aluminum,
which has a conductivity of σ = 3.8 × 107 S/m and a relative
permittivity of εr = 1, and the rest of the solution space is
similarly approximated as a vacuum. The parameters of the
apertures are shown in Figure 7, and the lengths of the three
apertures are L1, L2, and L3. The widths of the apertures are
all w = 5mm.
It is assumed that L1, L2, and L3 are the uncertainty factors

for this example, described by the following random variables:
L1 = 100 + 10× ξ3 [mm]

L2 = 100 + 10× ξ4 [mm]

L3 = 100 + 10× ξ5 [mm]

(15)

where ξ3, ξ4, and ξ5 are uniformly distributed random variables
in the interval [−1, 1].
To ensure the realization of the uncertainty analysis, this ex-

ample requires the joint simulation of COMSOL andMATLAB
software. The construction process of the joint simulation plat-
form is shown in Figure 8. First, based on the uncertainty pa-
rameter in Equation (15), Latin hypercube sampling is applied
to obtain the sampling points (S2). The number of sampling
points in this example is the same as in the previous section
of the example, i.e., m = 36. The metal box model built in
COMSOL is converted into MATLAB subfunctions, allowing
MATLAB to call COMSOL for finite element simulation. Ran-
dom variable inputs are modified based on the sampling points.
After the necessary preparation, MATLAB and COMSOL are
linked. MATLAB calls COMSOL to perform deterministic
EMC simulations at the sampling points, and the generated sim-
ulation results are saved in a TXT file. MATLAB then con-
structs the Kriging model or LSSVR model by accessing the
data in the TXT file. Finally, the uncertainty analysis results are
obtained by substituting the exhaustive sampling points S1 into
the surrogate model. Notably, this example is also simulated at

FIGURE 9. Probability density of the shielding effectiveness of the per-
forated metal box.

frequency (f = 40MHz) to calculate the shielding effective-
ness (SE) at point (P). Moreover, the MCM performs 10,000
deterministic simulations at the exhaustive sampling points S1,
which are used as reference data.
Figure 9 shows the probability density curves for the three

uncertainty analysis methods. The critical failure threshold for
this example is also set to 60 [dB], which is consistent with the
example in the previous section.
The failure rate of the shielding effectiveness of the perfo-

rated metal box is shown in Table 3. The failure rate Pr(MCM)

of MCM is 22.80%, which is used as the standard. The fail-
ure rate Pr(Kriging) of Kriging is 23.88%, and its relative error

TABLE 3. Failure rate results.

failure rate relative error
MCM 2280% /
Kriging 2388% 4.74%
LSSVR 12.59% 44.78%
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is 4.74%. The failure rate Pr(LSSVR) of LSSVR is 12.59%, and
the relative error is 44.78%. When the failure rate is used for
credibility assessment, the relative error of LSSVR is four or-
ders of magnitude higher than that of Kriging, making Kriging
significantly more accurate than LSSVR. Table 4 presents the
MEAM results, which indicate that Kriging is more accurate
than LSSVR. The failure rate results align with the MEAM re-
sults, both showing that Kriging is more accurate than LSSVR.
However, from the perspective of failure rate assessment, the
accuracy gap between Kriging and LSSVR is even wider, with
Kriging being significantly more accurate than LSSVR.

TABLE 4. MEAM result.

MEAM
Kriging 0.9356
LSSVR 0.7340

5. DISCUSSION ON FUTURE RESEARCH WORK
In the EMCuncertainty analysis study, the next step of the study
focuses on determining the convergence of the sample points.
In the subsequent study, a method for determining the conver-
gence of uncertainty based on mechanical tolerances and fail-
ure rates will be proposed, and the failure rates will be further
investigated based on the measurement uncertainty.

6. CONCLUSION
This article proposes a credibility assessment method for EMC
uncertainty analysis based on failure rate, focusing on the prac-
tical application of uncertainty analysis methods. Uncertainty
analysis based on Kriging and LSSVR is applied to the exam-
ple of metal box shielding effectiveness, and the results are
evaluated using the failure rate to assess the accuracy of the
two methods in practical applications. Finally, the failure rate-
based assessment results are compared with those of the clas-
sical MEAM, and it is found that the two methods yield con-
sistent results. Furthermore, the failure rate-based method fo-
cuses more on the performance of different uncertainty analy-
sis models in the failure domain, making it more accurate than
the MEAM, which considers the entire system when assessing
system failure. This article provides a theoretical reference for
uncertainty analysis methods to guide practical electromagnetic
compatibility design.
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