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ABSTRACT: Magneto-Acousto-Electrical Tomography (MAET), as one of the electrical characterization imaging methods, is used to
image the electrical conductivity of biological tissues, which can be used for noninvasive, radiation-free imaging of biological tissues.
Currently, most of the studies on MAET are simulations and experimental validations of simple structural models, and there is no suffi-
cient validation of models with complex structures. Most of the results cannot comprehensively invert complex structural models with
multi-gradient conductivity distributions. To address this problem, this paper proposes a MAET method for conductivity reconstruction
of complex structural models which is applicable to 2D problems and may be extendable to 3D problems. Based on this method, the
conductivity distribution of normal and diseased tissues in the simulation model of complex structures was reconstructed, and the consis-
tency between experimental and simulated signals was verified. The results show that the MAET method for conductivity reconstruction
of complex structural models proposed in this paper is conducive to improving the image resolution as well as the structural similar-
ity, enhancing the conductivity distribution information of complex structural targets with inhomogeneous shapes and multi-gradient

conductivity distributions.

1. INTRODUCTION

he incidence and mortality rates of malignant tumors [1]

have been increasing globally year by year, and have be-
come a public health problem that poses a major threat to the
health of people in China and around the world. Since many
malignant tumors have insignificant symptoms in the early
stages, prevention and early screening are essential to reduce
the morbidity and mortality of malignant tumors. Malignant tu-
mors with complex structures pose certain challenges to early
prevention and screening.

Since the electrical properties of biological tissues at the le-
sion site change with the extent of the lesion [2], electrical
characterization imaging methods are expected to achieve early
detection of lesions as a new imaging technique. Magneto-
Acousto-Electrical Tomography (MAET) [3], as one of the
electrical characterization imaging methods, is used to image
the electrical conductivity of biological tissues and can be used
for noninvasive, radiation-free imaging of biological tissues.

Wen et al. first proposed Hall Effect Imaging (HEI) in 1998,
a technique that was initially recognized as having potential as
a noninvasive diagnostic tool for assessing the electrical prop-
erties of breast cancer and other biological tissues [3]. Sub-
sequently, in 2000, Wen further explored the promise of HEI
for biomedical applications [4]. It was pointed out that HEI
techniques can effectively map the boundaries between tissues
with different conductivities. However, HEI technique has
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some limitations in providing accurate quantitative images of
conductivity and dielectric constant. Nonetheless, the appli-
cation of HEI techniques in biomedical imaging has shown
its unique value, especially in the ability to distinguish be-
tween tissues with different electrical properties. Zeng et al. [5]
proposed MAET in 2010, which combines conventional elec-
trical impedance imaging and ultrasound imaging. A two-
dimensional simple simulation model was computationally an-
alyzed for its MAET signal. Kunyansky in 2012 [6] intro-
duced the mathematical model and inversion process of MAET.
Firstly, the mathematical model in MAET measurements was
discussed, including the relationship between potential, current
and magnetic induction strength. Then, a method for recon-
structing tissue conductivity based on measurement data was
proposed.

Salim et al. further developed MAET in 2013 [7] and pro-
posed a hybrid magneto-acoustic method for breast cancer de-
tection. In 2016, Zengin et al. [8] introduced the principles
and methods of Lorentz force electrical impedance tomogra-
phy, and a simple square model was used to represent the tu-
mor structure for imaging analysis. In 2020, Sun et al. [9]
proposed an improved MAET algorithm to distinguish irreg-
ularly shaped tumors at different locations. Double elliptically
shaped anomalies and single simple irregular anomalies were
set up for imaging validation. In 2023, Jin et nal. introduced
the wavelet filtering method into MAET [10]. Based on the
Lorentz reciprocity theorem, the fluctuation equation satisfied
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by the electrode-detectable voltage was derived. An image
of the electrical properties of a phantom with a simple struc-
ture was realized using the time reversal method, thus reflect-
ing the interface of conductivity changes within the tissue. In
2024, Cheng et al. [11] applied nonlinear frequency modulation
(NLFM) ultrasound to MAET to increase the dynamic range of
detection and image the conductivity interfaces of ex vivo pork
tissues.

Currently, 2D MAET studies are mostly combined with sim-
ple structural models for simulation and experimental valida-
tion, and models with complex structures are not adequately
validated. Although 3D MAET has taken model complexity
into account to a larger extent, and the imaging effect for irreg-
ularly shaped anomalies is still poor. Most of the results are
boundary imaging, which is not able to comprehensively invert
the internal conductivity information.

To address the above problems, this paper proposes a MAET
method for conductivity reconstruction of complex structural
models. Firstly, the principle of MAET is briefly introduced,
and then MAET combined with the reciprocity theorem [12]
is analyzed to derive the theoretical formula used for MAET.
Simulations and experimental validation were carried out based
on this relationship, and the simulations were divided into two
processes: the actual process and reciprocal process. The con-
ductivity distributions of normal biological tissues and diseased
tissues in the simulation model of complex structures are finally
reconstructed and compared with the real conductivity distribu-
tions as well as the traditional reconstruction methods to verify
the advantages of our proposed method. Finally, the consis-
tency between the experimental and simulated signals is exper-
imentally verified. This paper focuses on the imaging of more
complex structural models for 2D modeling, and in the future,
we will explore specific solutions to improve the imaging of 3D
complex models on this basis.

The results show that the MAET method for conductivity
reconstruction of complex structural models proposed in this
paper is conducive to improving the image resolution as well
as the structural similarity, enhancing the conductivity distri-
bution information of complex structural targets with irregular
shapes and multi-gradient conductivity distributions.

2. THEORY

2.1. MAET

As shown in Fig. 1, the target body with a conductivity dis-
tribution of ¢ is placed in a static magnetic field By, and the
ultrasonic pulse excitation is generated by the ultrasonic trans-
ducer and acts on the target body, which causes the vibration
of the ions in the target body to produce a vibrational velocity
v. The direction of the static magnetic field is along the Z-
direction, which is mutually perpendicular to the direction of
the pulse, and the vibrating ions are subjected to Lorentz force
to produce a charge separation, which generates an equivalent
current source [3]:

Jel =0V X B() (1)
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FIGURE 1. Schematic diagram of MAET principle.

In turn, through a pair of detection electrodes on the surface
of the target body, the corresponding electrical signals can be
extracted, and using the detected electrical signals through cer-
tain reconstruction algorithms, it is possible to reconstruct the
interface where the conductivity changes.

2.2. Reciprocal Process

The reciprocal process of MAET [12] is to change a pair of
measurement electrodes at a; and b; on the boundary I' into
excitation electrodes by injecting a DC current of /; Ampere at
the electrode positions shown in Fig. 2 without considering the
acoustic and static magnetic fields. Denote the injected current
function as

N

I(r) =Y L[5(r—ra)—6(r—r,)] @)

i=1

Here, r denotes a point in space. It is possible to derive poten-
tials within the target that satisfy

V- (6Vuy) =1 (r)
Lol o ®

9 on
The corresponding current density is
JQ = —0 VUQ (4)

Here, us is the reciprocal potential, and J» is the reciprocal cur-
rent density.

IA

FIGURE 2. Reciprocal process of MAET.

WWwWw.jpier.org



Progress In Electromagnetics Research M, Vol. 130, 111-120, 2024

PIERM

2.3. Reconstruction Algorithm

According to the above equation, for a low conductivity target

body, the total current density in the target body is:
J=0v xBy—oVu;

©)

From the current continuity theorem, it can be derived that the
potential of the target body (u1) satisfies the Poisson equation:

V- (6cVuy) =V - (ov x By) 6)
The boundary conditions are:
O’C‘?’;FJVXBO'HH 7

Since the vibration velocity v and the potential are functions of
time, and the source of excitation in the reciprocal process is
DC, the corresponding electric field is a constant current field.
Bringing the above equation into the second Green’s function,
we have:

JauaV-(ovxBg) dQ— [quil (r) dQ= [p cuavxBg-ndl" (8)

Using the Gaussian Scattering Theorem, there is:

fa V- (ugov x Bg)dQ = [pouav x By -ndl'  (9)
Further, there is:
fﬂull(r) dQ = fQJ2~ (VXBo)dQ (10)
Substituting I(r), we have
N
Joui (r)dQ = "u1a,1; (11)
i=1
Therefore, there are
N
> uramIi = Jod2 - (v X Bg) dQ (12)

i=1

Considering that there is only one pair of electrodes at a and b,
and a current of unit amperage is passed through them, there
are

u1ap = [ J2 - (v X Bg) dS (13)
Here w14 is the measured voltage, and J5 is the current density
distribution of the reciprocal process.

3. SIMULATIONS

3.1. Simulation Model Building

Finite element simulation software plays a crucial role in
performing numerical simulation studies of imaging complex
structural models. A two-dimensional simulation model with
a complex irregularly shaped abnormal body was constructed
in the simulation software, and the external model simulating
normal tissue was set as a 5cm X 5cm square imaging area
with a conductivity of 0.2 S/m. The internal abnormal body
presented a complex irregular shape with a conductivity of
0.5 S/m. This design simulated the possible presence of lesions
or other abnormal tissues in the biological tissues. The specific
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FIGURE 3. Simulation model specific parameters.

parameters of the model are shown in Fig. 3. The irregular
distribution of the conductivity increases the complexity
of the simulation, and it leads to changes in the scattering
and absorption characteristics of the electromagnetic field in
different regions.

The ultrasonic transducer as an excitation source is placed
6.5 cm from the front surface of the target body in the simu-
lation. The excitation is performed at equal angular spacing
along an arc centered on the center of the target to achieve a
full scan of the target area. This configuration mimics the probe
arrangement in actual ultrasound imaging and is intended to
obtain more comprehensive imaging data through excitation at
different angles. The design and optimization of the ultrasound
transducer is crucial for improving the imaging quality and res-
olution [9]. Here the scanning angle is set to 200° with a step
size of 25°.

3.2. MAET Forward Problem

The actual process is to solve the positive problem of MAET,
which refers to solving the measured voltage on the surface
of the target body with a known equivalent current source in-
side the target body due to the coupling of multiple physical
fields. To obtain the equivalent current source, the vibrational
velocity distribution of the particles inside the target body un-
der the action of ultrasound should be obtained first. Here, the
distributions of the x-component of the vibrational velocity at
the moments of ¢ = 46.7us, ¢t = 54.3us, t = 70.9 us, and
t = 76.4 us are selected, as shown in Fig. 4. The upper left re-
flects the vibrational velocity component when the sound wave
just enters the target body at the moment of ¢ = 46.7 s, and the
upper right reflects the vibrational velocity component when
the sound wave reaches the left interface of the anomaly at the
moment of ¢ = 54.3 us. The lower left reflects the velocity
component at ¢ = 70.9 us after the sound wave passes through
the right interface of the anomaly, and the lower right reflects
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FIGURE 4. Distribution of the z-component of the vibration velocity at
different moments of time.

the velocity component at ¢ = 76.4 ps after the sound wave
passes through the anomaly. The correctness of the velocity
distribution can be verified by combining the arrival time and
propagation velocity of the sound wave.

With the vibration velocity, the equivalent current source in-
side the target is known, and the external current density at the
corresponding moment is selected for verification, as shown in
Fig. 5. It can be seen that the external current density is mainly
affected by the vibration velocity in the case of constant con-
ductivity distribution and magnetic field strength, and the cor-
rectness of the simulation model can be verified by comparing
Fig. 4 and Fig. 5.
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FIGURE 5. External current density distribution at corresponding mo-
ments.

3.3. Signal Analysis

The value of the voltage on the surface of the target body is
obtained by solving the current source obtained from the sim-
ulation of the forward problem above. Then, the voltage data
is extracted from the detection electrodes on both sides of the
target body. When the ultrasonic transducer is excited along
the horizontal position with the target body, the MAET signals
received by the electrodes are shown in Fig. 6. It can be seen
that the pulses appear at 45.7 us and 79.3 us corresponding to
the moments when the acoustic wave arrives at the interface be-
tween the front and back of the target body. Corresponding to
the irregular shape of the anomaly in the middle, the voltages
can be seen as two main peaks corresponding to the moments
when the acoustic wave enters and exits the anomaly. The irreg-
ular shape of the anomaly results in the appearance of multiple
small pulses in the waveform of the voltage signals, as shown
by the red dashed box in the figure. The polarity of the pulse
peaks is affected by the interface with different conductivity
gradients, positive and negative, respectively. Positive polarity
indicates that the conductivity on the left side of the interface is
less than that on the right side; negative polarity indicates that
the conductivity on the left side of the interface is greater than
that on the right side.
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FIGURE 6. Signal of MAET.

3.4. Analysis of Imaging Results

The measured signals obtained by solving the simulation model
are used for image reconstruction based on the above equation.
The traditional MAET image reconstruction methods include
time reversal method, and currently the commonly used re-
construction algorithms include linear back projection (LBP),
Tikhonov regularization, etc. The Tikhonov regularization
method is used in this paper and compared with the time rever-
sal method to verify the advantages of the method. The time re-
versal method and Tikhonov regularization method are briefly
introduced in the following.

Time reversal: The time reversal method is an advanced
sound source reconstruction technique [13], whose core prin-
ciple lies in utilizing the time reversal property of the acoustic
field to achieve adaptive focusing of the sound source. Theoret-
ically, the method is able to realize sound pressure reconstruc-
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FIGURE 7. Imaging results. (a) Original image. (b) Time reversal method. (c) Tikhonov regularization.

tion at any point within the acoustic field by using the sound
pressure and its normal gradient captured on the closed bound-
ary as a secondary sound source to be re-emitted without a pri-
ori knowledge. However, in practice, since the acoustic pres-
sure and its normal gradient cannot be acquired simultaneously,
researchers have proposed an innovative approach that utilizes
only the acoustic pressure information and combines it with the
gradient of the Green’s function to perform a time reversal pro-
cess for the reconstruction of the acoustic field. The inverse
problem of MAET is reduced to the inverse source problem of
voltage-like fluctuations. The time reversal method is based
on a derived expression for the field source (r: field point, r:
source point, t,q: trg = 2Tp —t + |r — r,| /¢s, To: Initial mo-
ment of reversal, ¢: Actual moment of propagation, cy: Speed
of the sound wave, cs: Speed of sound waves in a medium):

1 n-(r'—r) [u' (r',trq)
H(r'")= ds .
() 2mcd }{ v —r|2 [ v —r|
res

—u" (' trq)/co

(14)
Tikhonov regularization: The Tikhonov regularization algo-
rithm [14] is an infinite approximation of the solution of the
original problem by using a set of solutions of a suitable prob-
lem similar to the original problem, and a regularization param-
eter A is used to determine the distance of the similar solution
from the solution of the original problem [11]. It introduces
a regularization term to the objective function of the standard
linear regression model:

7(9)= 51189~ UIE + 1Al (15)
Here, ||g||3 is the L2 norm of g, and \ is called the regular-
ized intensity parameter. The selection of A has a direct impact
on the quality of image reconstruction. S is the mapping rela-
tionship, g the conductivity distribution, and U the measured
voltage data. Fig. 7 shows the original true image of the above
simulation model and the reconstructed image obtained with
very few measurements (10 probe angles, 200 measurements
per angle) using the time reversal method and the method in
this paper, respectively.
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The reconstructed image after normalization can be seen
in the above figure, and the reconstructed conductivity of the
anomalies is significantly higher than that of the normal part.
In addition, the normalized setting of the reconstructed conduc-
tivity can be set by simulating the anomalous body with a larger
value of conductivity, so that more accurate conductivity infor-
mation can be obtained. In the field of image quality assess-
ment, traditional evaluation methods usually focus on quanti-
fying the differences between the reference image and the im-
age to be evaluated. However, these methods tend to ignore
the ability of the Human Visual System (HVS) to recognize
structural information in images in image quality perception.
Therefore, evaluation metrics that can mimic the characteris-
tics of HVS, especially when distinguishing between sample
images and reference images, will show higher accuracy and
relevance. Given the sensitivity of HVS to the structural fea-
tures of images, the Structural Similarity (SSIM) metric was
developed [15]. The value of this metric ranges between —1
and 1. The closer the value is to 1, the more similar the two
images are.

The SSIM values of the images obtained from different re-
construction algorithms in the above figure are compared below
and presented in Table 1.

TABLE 1. Comparison of SSIM values for different algorithms.

reconstruction algorithms ~ SSIM
Time reversal 0.489
Tikhonov regularization  0.649

It can be seen that the SSIM value of Tikhonov regularization
is much closer to 1 for the same collected data. This indicates
that for complex structural models, the Tikhonov regulariza-
tion method is better than the time reversal method. Therefore,
for complex structural models, it is more advantageous to re-
construct the image using the Tikhonov regularization method
based on the method in this paper.
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FIGURE 8. Reconstructed image of a single complex structural anomaly Blue areas are normal tissue with a conductivity of 0.2 S/m. Yellow areas
are abnormal bodies with a conductivity of 0.5 S/m. (a) original image, (b) reconstruction from the time reversal method, (c) reconstruction using

Tikhonov regularization.

3.5. Further Validation of Complex Structural Models

3.5.1. Single Complex Structural Anomaly

Figure 8 shows the reconstructed images for different single
complex structure simulation models based on the method of
this paper using the Tikhonov regularization method. It can
be seen that it is almost impossible for conventional imaging
methods to reconstruct the original image with little measure-
ment data, and only the fuzzy boundary is vaguely visible. The
algorithm in this paper not only reconstructs the uniform con-
ductivity distribution information at the boundary and inside of
the target body, but also solves the problem of poor reconstruc-
tion effect of the traditional method in the case of underdeter-
mined data. More importantly, the method in this paper can
accurately and reliably reconstruct the conductivity of complex
structural models.

3.5.2. Multiple Anomalies

Above are reconstructed images of different simulation models
of individual complex structures. However, in real 2D mod-
eling situations, complex structures not only stem from their

116

irregular geometry, but also greatly increase the complexity of
the model when there are a large number of anomalies. Like-
wise, for 3D modeling, multiple complex three dimensional
shapes greatly complicate the reconstruction. When there are
multiple anomalies in the imaging area, the quality of the re-
ceived signal also deteriorates due to the influence of echoes
between the interfaces, which increases the complexity of the
solution. Considering this factor, the multiple anomalies model
is set up for verification. As shown in Fig. 9, it can be seen that
the method proposed in this paper still has the above advantages
under the premise that the presence of multiple anomalies leads
to poor signal.

3.5.3. Anomalies with Multiple Gradients of Conductivity

Complex structural models for irregular geometries with mul-
tiple anomalies were considered. For further validation, a con-
ductivity multi-gradient model, where the anomalies have a lay-
ered rather than a single conductivity distribution inside, was
considered to simulate biological tissues. The model conduc-
tivity distribution and the imaging results of different algo-
rithms are shown in Fig. 10. It can be seen that the method

Www.jpier.org



Progress In Electromagnetics Research M, Vol. 130, 111-120, 2024 PIER M

NOR !
08 4 0.8
0.6 0.6
0.4 0.4
0.2 1 0.2
0 0

0

w

length(cm)
o

o2 0 1 2 3 4 5

1 2 3 4 5
length(cm) length(cm)

o o o o o —
S BN N oo
length(cm)

[ —_— () w2 S~ wn
o o = o -

(3] E=N N oo

0 1 2 3 4 5 0 1 2 3 4 5
length(cm) length(cm)

0.8
0.6
04
0.2
0z 0
‘ 0 1 2 3 4 5
length(cm) length(cm)

FIGURE 9. Reconstructed image of multiple anomalies Blue areas are normal tissue with a conductivity of 0.2 S/m. Yellow areas are abnormal

bodies with a conductivity of 0.5S/m. (a) Original image, (b) reconstruction from the time reversal method, (c) reconstruction using Tikhonov
regularization.

proposed in this paper still shows significant improvement over mental verification was carried out by fabricating gel phantoms
the standard method. in the laboratory. The shape and size of the phantoms are shown

in Fig. 11. The conductivity of the phantom was 0.3 S/m, and
4. EXPERIMENTS transformer oil was placed in the hollow part to simulate the

anomalies. Two groups of complex structure phantoms were
constructed. One group was a multi-anomaly distribution with

4.1. Production of the Phantom up to four anomalies, see Figs. 11(a), (b), and the other group

In order to further verify the validity and stability of the com-
plex structure model imaging proposed in this paper, experi-
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FIGURE 10. Reconstructed images of anomalies with multiple gradients of conductivity Blue areas are normal tissue with a conductivity of 0.2 S/m.
Yellow areas are abnormal bodies with a conductivity of 0.5 S/m. (a) Original image, (b) reconstruction from the time reversal method, (c) recon-
struction using Tikhonov regularization.

FIGURE 11. Shape and size of the phantoms.
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FIGURE 12. Signal of the MAET in the experiment ((a) four anomalies, (b) irregular anomalies).

was an irregularly shaped anomaly distribution, see Figs. 11(c),
(d). The ultrasonic transducer frequency was 1 MHz.

4.2. Experimental Procedure and MAET Signal

The MAET system we built includes signal generators, signal
amplifiers, ultrasonic transducers, mobile control units, perma-
nent magnets, measurement electrodes, signal filters, acquisi-
tion cards, and oscilloscopes. After the preparation of the phan-
tom is completed, it is put into the experimental device. During
the experiment, the ultrasound probe is scanned along a circu-
lar arc with the center of the imaging area as the origin and the
probe distance as the radius, and the scanning mode is consis-
tent with the simulation. After the scanning is finished, the sig-
nal analysis of MAET is carried out according to the electrical
signals received by the detection electrodes. Since the actual
signal is interspersed with low-frequency and high-frequency
noise, the signal is first passed through a Butterworth band-
pass filter. The Butterworth filter is characterized by a max-
imally flat frequency response curve with no undulation in the
passband and a gradual decrease to zero in the stopband, which
serves to effectively filter out unwanted frequency components
to achieve clear signal transmission and processing while en-
suring that the signal in the passband is not distorted. The fil-
tered signal is analyzed as shown in Fig. 12. The left side is the
MAET signal corresponding to the distribution of four anoma-
lies, and the right side is the MAET signal corresponding to the
distribution of irregular anomalies. In the red dashed box are
the different polarity pulses reflecting the front and back inter-
faces, and the pulse signals in the middle reflect the anomalous
body location and conductivity information. In contrast to the
simulated signals in Fig. 6, the experimental signals in Fig. 12
also reflect the interfaces on the left and right sides where con-
ductivity produces changes as well as the signals in the middle
reflecting information about the distribution of the anomalies.
The results show a high degree of consistency between the ex-
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perimental and simulated signals, demonstrating the feasibility
of further applying the method proposed in this paper to practi-
cal applications, thus enabling a more comprehensive reflection
of anomaly information.

5. CONCLUSIONS

In this paper, we utilize a proposed MAET method for con-
ductivity reconstruction of complex structural models for sim-
ulation analysis and experimental validation. The conductivity
distribution of anomalies in complex structural models is recon-
structed in simulation by this algorithm, and the advantages of
our proposed method are verified by comparing it with the real
conductivity distribution and traditional reconstruction meth-
ods. Finally, consistency between experimental and simulated
signals suggest that the feasibility and effectiveness of the pro-
posed method may also apply to experiments. This will be ver-
ified in future work. The proposed method has the following
advantages:

The MAET method for conductivity reconstruction of com-
plex structural models proposed in this paper reconstructs the
conductivity distribution information at the boundaries and in-
side the target body, no longer imaging only the boundaries
where the conductivity changes. While the distribution infor-
mation of the anomalous body is enhanced, the image resolu-
tion and structural similarity are improved. The method is suit-
able for the conductivity reconstruction of complex structural
targets with irregular shapes and multi-gradient conductivity
distributions, and can be extended to a variety of industrial and
medical applications for complex structures.
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