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ABSTRACT: Dual-modality tomography integrates two different imaging technologies, allowing for the acquisition of more comprehen-
sive sensing data. By combining information from both modalities, the accuracy of final imaging results is enhanced. However, due
to the use of different physical sensitive field backgrounds by different measurement modalities, integrating information from different
modalities with differing dimensions presents a challenge. To address this issue, a supervised DSCTFusion-ECA deep learning method
is proposed. This method consists of four modules: initial imaging, feature extraction, feature fusion, and image reconstruction. In
the feature extraction module, dense connections are utilized first to extract shallow cross-modal features, then two dual-branch feature
extraction networks are utilized to separately capture modality-specific low-frequency global features and high-frequency local features
for both modalities. The performance and robustness of multi-modality tomography can be effectively improved through the extraction
of more comprehensive features. In the feature fusion module, Efficient Channel Attention is employed to capture channel dependencies
and generate attention weights. The modal complementarity and the representation ability of key features have been enhanced, while
avoiding information redundancy, thereby improving the discriminative power of the features. Simulation results show that the pro-
posed network can fully extract and fuse features from EMT and UTT modalities, demonstrating strong robustness and generalization.
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Compared to the widely used U-Net network in tomography, DSCTFusion-ECA yields better reconstruction results.

1. INTRODUCTION

omographic imaging is a functional imaging technique that

has been extensively researched and applied in both indus-
trial and medical fields. Ultrasonic Transmission Tomography
(UTT) [1] and Electromagnetic Tomography (EMT) [2] have
gained significant attention and widespread application over
the past few decades due to their advantages of low cost and
radiation-free imaging [3-5].

Traditional single-modality tomographic imaging techniques
are often limited in their applications due to the inherent sen-
sitivity principles. However, multi-modality imaging technol-
ogy, which combines the advantages of two or more imaging
modalities, has the potential to overcome these limitations and
effectively improve imaging accuracy [6,7]. Multi-modality
tomographic imaging reconstruction methods primarily consist
of two approaches: incorporating prior information from one
modality and fusing images from two modalities. Incorporat-
ing prior information from one modality involves utilizing the
reconstruction result of one modality as prior knowledge for
the reconstruction of another modality. For instance, Steiner et
al. used prior information about the medium distribution ob-
tained from URT to constrain the EIT image reconstruction
process, improving the reconstruction accuracy of small tar-
gets [8]. Jiang et al. designed a capacitive-coupled EIT/UT
dual-modality imaging system, comparing and analyzing the
characteristics, correlations, and complementarities of the two
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imaging modalities to enhance image reconstruction quality [9].
Xu et al. used bubble distribution information obtained from
UT measurements as prior information for ERT reconstruction,
achieving complementary spatial resolution of dual-modality
sensitive field distributions [10]. Liang et al. used UT posi-
tional measurements as prior information to guide the free inter-
face reconstruction of EIT, employing constrained least squares
for the fusion of different modality information [11]. Fusion
of two modality images involves combining the reconstruction
results from both modalities. For instance, Zhang et al. used
digital image fusion methods to combine ECT and CT recon-
structed images, enhancing the image reconstruction accuracy
of gas/liquid two-phase flow cross-sectional distribution [12].
Pusppanathan et al. used convolution back projection to recon-
struct images separately from ECT and UT measurements and
proposed a fuzzy logic pixel fusion algorithm to merge the re-
constructed images from ECT and UT [13]. Yue et al. utilized
fuzzy clustering methods to determine the fuzzy membership
of image pixels in the reconstructed results from ERT and ECT,
thereby calculating the grayscale value of each pixel for image
reconstruction [14].

The two aforementioned methods can indeed enhance the
quality of reconstruction to a certain extent, but they each have
their respective limitations. In the approach where one modal-
ity serves as prior information, the effectiveness of the final
imaging is constrained by the quality of the constructed prior
information. In the method of fusing images from two modal-
ities, the two single-modal reconstruction results are directly
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fused. It makes the fusion results constrained by the single-
modal reconstruction results and the fusion strategy.

In recent years, the advancement of deep learning has led
to an increasing application of deep learning algorithms in to-
mographic imaging. Deep learning is capable of capturing
complex nonlinear relationships, enabling it to handle intricate
imaging conditions and irregular data for improved image re-
construction quality. Malikov et al. used U-Net architecture
and transfer learning to enhance ultrasound tomographic imag-
ing results of containment liner plates [15]. Shi et al. pro-
posed a convolutional neural network segmentation method to
ensure the accuracy of ultrasound velocity inversion, followed
by using the velocity corrected version of the Kirchhoff migra-
tion method to reconstruct skeletal images, achieving good re-
sults [16]. Xiao et al. introduced two deep learning algorithms,
SSAE+RBF and optimized fully connected networks, to en-
hance the imaging quality of EMT [17]. Zhang et al. first re-
constructed initial conductivity and permeability images using
the Landweber algorithm based on the aforementioned mea-
surements, then input these initial images into an improved
DeepLabv3 network for image segmentation, resulting in high-
quality conductivity and permeability distribution reconstruc-
tion images [18].

In order to enable comprehensive fusion of EMT and UTT
modality data, a data-driven deep learning network named
DSCTFusion-ECA is proposed for dual-modality fusion imag-
ing. This network consists of two initial imaging modules, a
feature extraction module, a feature fusion module, and an im-
age reconstruction module. In the initial imaging module, a
fully connected network is utilized to map modality data into
complex nonlinear relationships for target reconstruction. The
aim is that measurement information of different dimensions
is transformed into pixel information in the same dimensional
image space to address heterogeneity between different modal-
ities. In the feature extraction module, characteristics such as
shape, position, and size are meticulously extracted from pixel
information and then integrated in the feature fusion module.
Finally, the integrated features are employed in the image re-
construction module to reconstruct the image. The main con-
tributions of this approach can be summarized as follows:

(1) A deep learning network for dual-modality fusion imag-
ing of EMT and UTT is proposed. The inputs of the network
are EMT boundary voltage measurements and UTT boundary
acoustic time measurements, and the output is the predicted
medium distribution.

(2) During the feature extraction process, both common fea-
tures between modalities and private features specific to each
modality are considered. In extracting modality-specific fea-
tures, dual branches are used to extract high-frequency lo-
cal features and low-frequency global features respectively for
each modality, ensuring more comprehensive feature extraction
by the network.

(3) In the feature fusion process, high-frequency local fea-
tures and low-frequency global features of EMT and UTT
modalities are first summed correspondingly. Then, Efficient
Channel Attention (ECA) is applied to assign different weights
to the features, highlighting important features while suppress-
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ing irrelevant or minor features. Therefore, the network focuses
more on critical information.

2. FUSION METHOD OF EMT AND UTT

2.1. Principles of EMT and UTT

Assuming that the electromagnetic fields in EMT follow quasi-
static field laws and that the medium is isotropic, substituting
the magnetic vector potential into Maxwell’s equations allows
derivation of the mathematical model for the EMT system [19]:

V2A = juuo (1)

where A represents the magnetic vector potential, w the angu-
lar frequency, © the magnetic permeability, and o the electrical
conductivity.

From Equation (1), it is evident that the magnetic vector po-
tential is influenced by the distribution of electrical conductiv-
ity and permeability in the imaging region. The magnetic vector
potential A and magnetic induction B satisfy:

VA=B )

Based on the known magnetic vector potential, the induced
voltage in the detection coil can be obtained using the following
formula:

dp  d(B-Sy)  dA-])
Tat " T T T 3)

,LL:

where p is the induced voltage, ¢ the magnetic flux linkage
through the coil, n the number of turns of the detection coil, Sy
the area of the coil, and [ the axial length of the coil.

From Equations (1) to (3), it is evident that different distribu-
tions of electrical conductivity in the sample will result in vary-
ing magnetic fields in the imaging region, thereby yielding dif-
ferent induced voltage data. The EMT modality measurement
consists of an array of 8 circularly distributed sensors, as shown
in Figure 1(a). The data collection in EMT involves single-
coil current excitation and multiple-coil voltage measurement.
Specifically, one coil is selected as the excitation coil during
each measurement cycle, while the remaining 7 coils serve as
detection coils to measure induced voltages. After each coil has
been used as an excitation coil, a total of 56 measurements are
collected for one sample of EMT modality data.

The mathematical model of UTT is determined by the acous-
tic wave propagation model, which includes both wave acous-
tics and ray acoustics models. The wave acoustics model
considers various interactions between acoustic waves and the
medium, providing a more accurate description of acoustic
wave propagation in the medium. However, in practical ap-
plications, the wave acoustics model is often computationally
intensive and sensitive to noise. The ray acoustics model sim-
plifies the modeling process of acoustic wave-medium interac-
tions, making it more feasible computationally. Additionally,
in the absence of diffraction effects, the ray acoustics model can
be considered an approximation and simplification of the wave
acoustics model [20]. In the ray acoustics model, the relation-
ship between the speed of sound along the propagation path and
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FIGURE 1. Dual-modality simulation model. (a) EMT. (b) UTT.
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FIGURE 2. The structure of DSCTFusion-ECA.

the time of flight (TOF) can be associated through the following
1
——dx =

mapping:
T= / / s(x)dx
ray C(l’) ray

where T represents TOF, ¢(z) the speed of sound distribution,
s(z) = ﬁ rthe slowness distribution, and ray the propagation

“)

path.

The measurement of the UTT modality consists of an array
of 16 sensors distributed in a circular pattern, as shown in Fig-
ure 1(b). The data collection in UTT involves single ultrasound
transducer emission and multiple ultrasound transducer recep-
tion. Specifically, one ultrasound transducer is selected as the
emitter during each measurement cycle, while the remaining 15
transducers serve as receivers to collect acoustic timing data.
Once each of the 16 transducers has been used as an emitter, a
total of 240 measurements are collected for one sample of UTT
modality data.

2.2. Network Structure

When describing the modal information on the distribution of
the medium in the same measurement area, there may be redun-
dant, conflicting, or complementary information. Additionally,
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both modalities exhibit characteristics such as heterogeneity,
high dimensionality, and differing dimensions. Effectively and
reasonably utilizing this information is a core challenge in the
process of dual-modality tomographic imaging reconstruction.

In order to comprehensively and effectively integrate the
measurement information from EMT and UTT, a network
named DSCTFusion-ECA is proposed for dual-modality tomo-
graphic imaging reconstruction of EMT and UTT. The network
consists of initial imaging, feature extraction, feature fusion,
and image reconstruction modules. The structure of the net-
work is shown in Figure 2.

2.2.1. Initial Imaging Module

The input to the initial imaging module is normalized measure-
ment data, including 56 EMT boundary voltage measurements
and 240 UTT boundary acoustic time measurements. These in-
puts are processed through two Initial Imaging Blocks (IIBs),
each dedicated to learning the nonlinear mapping between
boundary voltage and acoustic time measurements within the
medium’s distribution. Each IIB consists of a 4-layer fully con-
nected neural network with 128,256, 512, and 1024 neurons per
layer respectively (as shown in Figure 3). The data from the fi-
nal layer is reshaped to create an initial image of size 32 x 32
pixels.
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FIGURE 5. The structure of TB.

2.2.2. Feature Extraction Module

The feature extraction module consists of three parts: a Dense
Block (DSB) based on Dense Connecting [21], a Transformer
Block (TB) based on Transformer Encoder Block [22], and a
CNN Block (CB) based on Invertible Neural Networks Block
(INNB) [23,24].

The DSB is a shared feature extractor. Its structure is shown
in Figure 4. By dense connection mechanism, the DSB ef-
fectively retains original information during the feature extrac-
tion process, thereby enhancing the network’s information flow
and feature reuse. The DSB can increase feature maps to im-
prove the network’s representation and learning capabilities.
Therefore, the DSB is used to extract shallow features of cross-
modality. The entire DSB can be represented as:

x; = F ([xg, 1, 22, . .

. ,Il_ﬂ) (5)

where g, x1, 2, . . ., x; represent the concatenated output fea-
ture maps of network layers 0, 1,2, ..., [, and F'is the nonlinear
transformation function composed of Convolution, Batch Nor-
malization (BN), and ReLU layers.

The Transformer Block (TB) is a private feature extractor de-
signed to extract modality-specific low-frequency global fea-
tures from the shallow information of cross-modality. The
structure is shown in Figure 5. This module takes the output
of the DSB as its input. First, Patch Embedding is used to di-
vide the input image into fixed-size patches and convert each
patch into a fixed-dimensional vector representation. Next,
Multi-Head Attention mechanism is used to compute attention
weights. By self-attention mechanism, the model can capture
global relationships in sequential data regardless of distance.
Self-attention mechanism enables the model to dynamically al-
locate attention between different positions, thereby enhancing
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its ability to understand long-range dependencies. The formula
for the self-attention mechanism is as follows:

QK™
e

Attention(Q, K, V) = softmax ( > |4 6)

where ), K, and V are the query, key, and value matrices, re-
spectively, and dy, is the dimension of the key vectors.

Subsequently, the output passes through a residual connec-
tion and layer normalization, followed by a feedforward neural
network layer, and another residual connection and normaliza-
tion layer to obtain the final output.

The CNN Block (CB) is also a private feature extractor to
extract modality-specific high-frequency local features from
the shallow cross-modality information. The CB consists of
a Patch Embedding and an Invertible Neural Network Block
(INNB), where the Patch Embedding is the same as in the TB.
To capture edge and texture information in the features as ef-
fectively as possible, the INNB with affine coupling layers is
employed. The INNB generates input and output features mu-
tually, allowing for better preservation of input information and
can be considered a lossless feature extraction block. The struc-
ture is shown in Figure 6. Each reversible layer transformation
is:

Ik:+1[c+170] = Ik[c+1ac]+Fl(Ik[17c]) (7)
Il ¢ = Iilc+ 1,0l © exp(Fa(Ipu[c+1,C)))

+F3(Ig41[c+ 1,C)) ®)

I = CAT{(Ik41[1, ] + Ixgya1[c+ 1,C)D} 9)

where © denotes the Hadamard product; I;[1, ¢] are the inputs
to the k-th reversible layer for the first 1 to ¢ channels; C is the
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total number of channels; C'AT'(+) is the channel concatenation
operation; and F;(i = 1,2, 3) are arbitrary mapping functions.
In this paper, F} = F» = F3, the mapping functions used can
be represented as:

G(z) = ReLU(Convix1(x)) (10)
H(z) = ReLU(Convsx3(G(x))) (11)
F(z) = ReLU(Convix1(H(z))) (12)

where x denotes the input; G(z) and H(z) are the output of
the intermediate layer; and F'(x) is the final output. Here,
G(x) represents the up sampling operation, H (x) the feature
extraction operation, and F'(x) the down sampling operation.
The convolutional kernel matrices used in C'onwvy x1 (which has
a kernel size of 1 x 1 for channel-wise transformations) and
Convsxs (which has a kernel size of 3 x 3 for channel-wise
transformations) are non-singular to ensure that the transforma-
tion is invertible. By designing invertible convolution kernels,
the network can maintain computational efficiency and stabil-
ity during both forward and backward propagations. Using the
channel fusion property of 1 x 1 convolutions and the spatial
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feature extraction capability of 3 x 3 convolutions, the network
effectively extracts and fuses detailed features during the up
sampling and down sampling processes.

2.2.3. Feature Fusion Module

In feature fusion module, element-wise addition is used to
merge high-frequency and low-frequency features of the two
modalities. The fused high-frequency and low-frequency fea-
tures are then concatenated and passed into the Efficient Chan-
nel Attention (ECA) module. As shown in Figure 7, the in-
put feature tensor of size H x W x C' is processed through
a Global Average Pooling (GAP) layer, which compresses the
spatial dimensions (height and width) into a single value, form-
ing a channel vector of size 1 x 1 x C'. A one-dimensional
convolution is then applied, where the kernel size k is typically
chosen adaptively to capture local relationships across chan-
nels. The output is then activated using a sigmoid function,
generating weights for each channel. These weights w are used
to perform channel-wise reweighting of the original input fea-
ture map, producing an enhanced feature map of the same size
H x W x C[25].
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FIGURE 8. The structure of image reconstruction module.

ECA captures the inter-channel dependencies through adap-
tive one-dimensional convolution, generating channel atten-
tion weights and reweighting the feature maps accordingly.
This process significantly enhances the complementarity be-
tween modalities and the representation of crucial features
while avoiding information redundancy, thereby improving the
discriminative power of the features. High-frequency and low-
frequency features complement each other in terms of informa-
tion content. By utilizing the attention mechanism, ECA can
more effectively integrate information from these two modali-
ties, improving the overall quality of feature representation.

2.2.4. Image Reconstruction Module

After passing through the ECA module, a feature map of size
128 x 32 x 32 is obtained. The image reconstruction module is
responsible for merging these feature maps to generate the final
reconstructed image, as shown in Figure 8. In the image recon-
struction module, the input feature maps go through four image
reconstruction blocks, which integrate and reconstruct the ex-
tracted information from the feature maps, gradually restoring
the feature representation of the input image. Each reconstruc-
tion block includes a 3 x 3 convolutional layer, a BN layer,
and a ReLU activation function. Finally, a 1 x 1 convolutional
layer is used to reduce the number of channels to 1, producing
the reconstructed image.

2.3. Loss Function

Loss function plays a critical role in the training of deep learn-
ing models. The aim is to quantify the discrepancy between the
model’s predicted output and actual target. It steers the adjust-
ment of model parameters, ultimately enhancing the model’s
performance.

Due to the complexity of the DSCTFusion-ECA architecture,
when the loss function back propagates to the initial imaging
layer, the gradient tends to be small. To avoid the issue of van-
ishing gradients, auxiliary loss functions are introduced after
the initial imaging layer. These auxiliary losses provide super-
vision for the initial imaging layer, ensuring effective gradi-
ent propagation and mitigating the vanishing gradient problem.
This ensures that the network can effectively update the param-
eters of the early initial imaging layers. Auxiliary loss functions
not only help stabilize the network training process but also en-
hance the feature extraction capabilities of the intermediate lay-
ers [26].
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1x32x32

The final total loss function of the network includes EMT
initial imaging loss, UTT initial imaging loss, and loss from
the final layer’s output. This can be expressed as follows:

n

L= i)

i=1

Loy = a X Loyt + 8 X Lemt + v X Lyt

(13)

(14)

where L is the Mean Squared Error, y the true distribution of
the medium, ¢ the predicted distribution by the network, L,
the network’s total loss, L,,; the loss value of the final output
layer, L¢y, the loss of the EMT modality’s initial imaging layer,
and L, the loss of the UTT modality’s initial imaging layer.
The terms «, (3, and ~y are the weight factors that respectively
influence the final imaging speed and accuracy, the EMT initial
imaging speed and accuracy, and the UTT initial imaging speed

and accuracy, witha + 8 + v = 1.

3. ESTABLISHMENT OF DATA SET

A data set for an 8-coil EMT simulation model and a 16-
transducer UTT simulation model was established with the help
of MATLAB and COMSOL Multiphysics software. In EMT
simulation model, the background conductivity is 0.06 S/m,
and the conductivity of the target object is 5.998 x 107 S/m.
The radius of the imaging cross-section is S0 mm. The adap-
tive triangular mesh finite element method provided by COM-
SOL was used to solve the EMT forward problem, as shown
in Figure 9(a). Each coil is sequentially used as the excita-
tion coil, with the remaining coils acting as measurement coils
to obtain the measurement voltage. When all coils have been
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excited, a boundary measurement voltage containing 56 mea-
surements is obtained. The imaging cross-section is divided
into 32 x 32 pixels, retaining only the pixels within the circu-
lar imaging cross-section, resulting in 812 effective pixels, as
shown in Figure 9(b). In the UTT simulation model, the back-
ground sound speed is 1450 m/s, and the sound speed of the test
object is 3750 m/s. Similar to the EMT simulation model, each
transducer in the UTT simulation model is sequentially used as
the excitation source, with the remaining transducers acting as
receivers. This process results in 240 boundary acoustic time
measurements. The distribution of the test objects in the UTT
simulation model is consistent with the EMT simulation model,
and the imaging cross-section also contains 812 effective pix-
els.

The data set consists of 1-3 circular test objects with ran-
domized positions and radii. Figure 10 illustrates some typical
distributions of these test objects. The non-intersecting test ob-
jects result in 4000 simulated samples. The data set is divided
into a training set (80%), a validation set (10%), and a test set
(10%). The training set is utilized for network training, the val-
idation set for adjusting training hyper parameters, and the test
set for evaluating the model’s generalization ability. Impor-
tantly, none of these sets overlap or contain noise.

000660

FIGURE 10. Typical sample distributions in database.

Each sample in the data set includes three vectors U, T,
and R, (where n = 1,2,3,..., N), with NV representing the
total number of samples. U, is obtained by normalizing the
difference between the boundary measurement vectors with
and without the test object in the EMT simulation model. T3,
is obtained by normalizing the difference between the bound-
ary measurement vectors with and without the test object in
the UTT simulation model. R, is the label vector of the true
medium distribution, which is used as the label for the deep
learning model to supervise and constrain the training process
of the deep learning model.

4. SIMULATION RESULTS AND DISCUSSION

4.1. Evaluation Metrics

In order to quantitatively assess the image reconstruction qual-
ity of different samples, two commonly utilized metrics in the
field of image reconstruction are employed: Relative Error
(RE) and Correlation Coefficient (CC).

RE is defined as the relative error between the reconstructed
distribution § by the network and the true distribution y. The
equivalent formula for RE is as follows:

A2
rp - 1y =9l

15
Bk (1)
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CC represents the similarity between the reconstructed dis-
tribution ¢ and the true distribution y, defined as follows:

Y (5 —9) i —9)
SN G -5) SN, - 9)

where N represents the number of effective pixels.

cC =

(16)

4.2. Results of Test Set With Noise

To assess the robustness of DSCTFusion-ECA, Gaussian noise
with signal-to-noise ratio (SNR) ranging from 20 to 60dB is
added to the test set. Imaging of the test set is performed under
different SNR levels using a trained network for imaging with
samples of varying sizes, positions, and numbers. The results
are illustrated in Figure 11.

Model Setting SNR=INF SNR=60
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FIGURE 11. Imaging of test data at different SNR level.

The first column shows the simulated true distribution of
the samples, while columns 2 to 7 display reconstructed im-
ages under different levels of noise. Despite the fluctuations
in noise levels, the predicted results of the network consis-
tently and accurately reflect the distribution of the objects being
studied, demonstrating the robustness of the DSCTFusion-ECA
network.

In order to quantitatively analyze the robustness of the
DSCTFusion-ECA network, RE and CC as mentioned in
Section 4.1 were used to assess the reconstruction results of the
test data under different noise levels. As shown in Figure 12,
with increasing noise levels, the average RE continues to rise
while the average CC decreases. Nevertheless, the average RE
remains at a relatively low level, and the average CC maintains
a high level. This indicates that the network’s predicted results
demonstrate minimal relative error and high correlation with
the true distribution, consistent with the reconstruction results
shown in Figure 11. Through quantitative analysis using RE
and CC, it is further confirmed that the DSCTFusion-ECA
network exhibits robustness.
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FIGURE 12. Average RE and CC of the test data with different SNR
level.

4.3. Results of a New Test Set

To evaluate the generalization capability of DSCTFusion-ECA,
simulations are performed using a new test set composed of
completely new samples that are distinct from those in the train-
ing set and test set. These new samples consist of elliptical
shapes and four circular samples, which assess DSCTFusion-
ECA’s ability to generalize across different shapes and quan-
tities. Partial reconstruction results are depicted in Figure 13.
From the elliptical samples, it is evident that despite the absence
of elliptical data in the data set, DSCTFusion-ECA effectively
reconstructs the positions, sizes, and shapes of the objects be-
ing studied. However, due to the lack of edge information for
ellipses in the dataset, DSCTFusion-ECA is unable to accu-
rately reconstruct the edges of elliptical samples. As for the
four circular samples, DSCTFusion-ECA demonstrates effec-
tive reconstruction of their positions, sizes, and shapes.

Model Setting DSCTFusion-ECA Model Setting DSCTFusion-ECA
1
i O
1
0
FIGURE 13. Tmaging results of new test set.

DSCTFusion-ECA effectively extracts and integrates multi-
modal information, but it is limited in its ability to reconstruct
a wider variety of object shapes due to constraints within the
data set. While DSCTFusion-ECA demonstrates strong perfor-
mance in generalization, its capacity to reconstruct the edges
of more diverse object shapes is hindered by limitations in the
data set.
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4.4. Results of Different Image Reconstruction Algorithms

U-Net, a deep convolutional neural network, is widely em-
ployed in various fields due to its exceptional performance. By
utilizing an encoder-decoder structure and skip connections, U-
Net effectively incorporates contextual information in images
for precise image segmentation. To assess the reconstruction
performance and dual-modality fusion effect of DSCTFusion-
ECA, the reconstruction results of U-Net and DSCTFusion-
ECA were compared under EMT modality, UTT modality, and
dual-modality fusion. In U-Net, an initial imaging module sim-
ilar to DSCTFusion-ECA was incorporated. Under the dual-
modality setting in U-Net, features were extracted from the ini-
tial imaging of the two modalities through down sampling and
were fused during the up sampling reconstruction process via
skip connections. When up sampling, the two obtained down
sampling results are concatenated and then up sampling. Ad-
ditionally, each layer of up sampling uses skip connections to
concatenate the results of the corresponding layers from the two
down sampling stages with the current layer’s results.

The reconstruction results of different algorithms are shown
in Figure 14. The first column in the figure depicts the true
distribution map of the medium, while columns 2—-6 show the
results of U-Net under EMT modality, DSCTFusion-ECA un-
der EMT modality, U-Net under UTT modality, DSCTFusion-
ECA under UTT modality, dual-modality fusion of U-Net, and
dual-modality fusion of DSCTFusion-ECA, respectively. The
CC and RE of different reconstruction algorithms are illustrated
in Figures 15 and 16. Across six medium distributions, dual-
modality DSCTFusion-ECA consistently achieves the highest
CC and lowest RE.

Unet DSCTFusion-ECA  Unet DSCTFusion-ECA

Model Setting EMT EMT UTT uTT

Unet DSCTFusion-ECA
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FIGURE 14. Imaging results of different algorithms.

For simpler medium distributions, such as one or two target
objects, all six methods effectively reconstruct the distribution
of the target objects. However, when there are many target ob-
jects, and the target objects are close to each other, the other
five algorithms may produce unclear reconstructed contours.
However, DSCTFusion-ECA can well reconstruct the position
size and edge contour of the target objects, which can also be
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FIGURE 15. CC of different algorithms.

seen from RE and CC. Ultimately, DSCTFusion-ECA excels
due to its ability to extract both global low-frequency features
and local high-frequency features, effectively integrating them
through channel attention mechanisms, resulting in reconstruc-
tions closely resembling the true distribution.

Moreover, the imaging results of UTT are generally better
than those of EMT. This is primarily because UTT has 240 mea-
surement data, while EMT only has 56, providing more known
information, which leads to better imaging. Additionally, the
physical model of UTT is simpler than that of EMT; UTT can
be approximated as a hard field, allowing the network to better
capture the mapping relationship to the results.

5. CONCLUSIONS

A supervised deep learning network tailored for dual-
modality fusion imaging in EMT and UTT modalities named
DSCTFusion-ECA is proposed in this paper. The network
architecture comprises an initial imaging module, a feature
extraction module, a feature fusion module, and an image
reconstruction module. Initially, fully connected layers are
used for the initial image reconstruction of the boundary
measurement information from the EMT modality and UTT
modality, respectively. The feature extraction module employs
DSB to extract shallow features across modalities, utilizing
dense connections to retain original information effectively.
This enhances information flow and feature reuse, bolstering
the network’s representational and learning capabilities.
Subsequently, TB and CB modules extract modality-specific
low-frequency global and high-frequency local features.
TB employs self-attention mechanisms to capture global
dependencies dynamically, facilitating better understanding of
long-range relationships across data. In CB, the use of INNB
with affine coupling layers ensures lossless feature extraction,
preserving input information effectively. TB and CB outputs
undergo addition, followed by ECA to assign varying attention
scores across channels, enabling the network to discern feature
importance effectively. Finally, a fully convolutional network
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FIGURE 16. RE of different algorithms.

reconstructs images using these attention-scored features. The
results demonstrate that DSCTFusion-ECA has strong robust-
ness and generalization capabilities, and superior performance
over U-Net.

In conclusion, DSCTFusion-ECA has strong feasibility in
EMT and UTT dual-modality fusion imaging. However, due
to the limitations of the data set, reconstructing the edges of
non-circular objects is quite challenging. Enriching the edge
information in the data set is the direction for future work.
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