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ABSTRACT: The paper presents the results of numerical modeling of the compression of a frequency-modulated electromagnetic pulse
in a straight waveguiding defect of a finite two-dimensional photonic crystal. For the first time, the time reversal method was used
to accurately compute the temporal profile of a current pulse that excites an electromagnetic wave that is being compressed in such a
structure, given that its temporal profile (electric field intensity) has a specified shape at a given point in space. The photonic crystal
consists of an array of sapphire bars with a square cross-section of 1mm × 1mm, arranged in free space at a distance of 1mm from
each other. In this model, the boundaries of the frequency range containing the crystal’s band gap (from 35.6 to 46.5GHz), the optimal
width of the waveguiding defect (4mm), and the shape of the excitation current pulse for the waveguiding defect with a length of 0.5m
were found. The obtained pulsed power amplification coefficient is approximately 7.48. A photonic-crystal analog of an H-plane horn
antenna was used to radiate the compressed pulse into free space.

1. INTRODUCTION

Increasing power, reducing duration, and shifting operationalranges towards higher frequencies are among the main trends
in the development of modern electromagnetic pulse (EMP)
technologies. One possible way to address these challenges is
to use the dispersion compression of long modulated pulses in
waveguides with group velocity dispersion. If in a waveguide,
the Fourier components of a pulse propagate with different ve-
locities, it is possible to adjust the timing of their movement (or,
in other words, the frequency modulation of an input pulse) so
that their peaks arrive simultaneously at the output. As a result,
there is a localized in space and time increase of the amplitude
and power of EMP (so-called spatio-temporal focusing [1]). Si-
multaneously, in accordance with the energy conservation law,
the pulse’s duration is shortened. This process of the dispersion
compression is a generalization of the matched filter technique
to systems with distributed parameters [2].
In general, the dispersion element in such a system could be

any. In the microwave range, hollow metal waveguides [1, 3],
plasma-filled waveguides [4], waveguides with periodic di-
electric loading [5, 6], waveguides with corrugated walls [7–
11], and waveguides with reflectionless cavity chains [12] have
been used. The pulsed power amplification coefficients re-
ported in these works are between 10 and 20, and the bandwidth
is only a few percent of the central frequency. Since these two
parameters are proportional to each other [2], the transition to
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pulses with a wider frequency band naturally results in greater
amplification coefficient values.
The main problem that arises here is the accurate determi-

nation of the temporal profiles of input pulses. Typically, the
so-called kinematic approximation is used for this purpose [7].
In this approximation, EMP is considered as a set of “parti-
cles”, each characterized by the dispersion-law-governed fre-
quency and velocity. Knowing the dispersion element’s length
and the velocity of “particles”, the delay time with which each
“particle” should enter the dispersion element, i.e., the law of
input pulse’s frequency modulation, is determined. The kine-
matic approximation yields relatively small errors for narrow-
band pulses, which allows their effective compression [7–11].
However, for wideband pulses (for example, pulses with the
spectrum width of one octave), it leads to prohibitively large
errors, even in the case of such simple dispersion elements as
segments of hollow regular waveguides [13].
An alternative to the kinematic approximation is the time re-

versal method (TRM), which allows determining the temporal
profile of input pulses regardless of the width of their spectrums
and the type of dispersion elements [14–20]. This method is
based on the possibility to change the sign of the time vari-
able in the Maxwell’s equations and allows to reconstruct the
evolution of an impulse wave before it arrives at a given point
in space with a specified temporal profile. In particular, this
method could be used to accurately reconstruct the temporal
profile of EMP at the input of a dispersion element. TRM has
demonstrated its effectiveness in modeling the dispersion com-
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pression of EMPs with the spectrum widths of up to several
octaves and various waveguiding dispersion elements [21–27].
Additionally, an important advantage of TRM is its capacity for
the precise calculations of the temporal profiles of input pulses
for lossy dispersion elements [21, 22], even when input and out-
put signals are different physical quantities [24, 26, 27].
In this work, we study the possibility of compressing

frequency-modulated EMPs propagating in waveguiding
defects of photonic crystals. Photonic crystals are periodic
structures in one, two, or three dimensions, and have ele-
mentary cells composed of dielectric elements of various
geometries [28–31]. The absence of metal parts allows for the
construction of devices with unique characteristics in frequency
ranges where the use of metal is undesirable or impossible
due to high energy losses in the skin layer (for wavelengths
shorter than 1 cm). An important feature of photonic crystals is
the presence of band gaps, i.e., frequency ranges where wave
propagation is impossible. By disrupting the periodicity of
photonic crystal (creating a defect), a waveguiding channel
(waveguide) is formed for the directional transmission of elec-
tromagnetic energy. Such photonic-crystal waveguides also
exhibit the dispersion and could be used for the compression
of EMPs. This paper presents the mathematical model of a
two-dimensional photonic crystal with a waveguiding defect
and details the modeling of EMP compression in it.

2. MATHEMATICAL TOOLS
Themodel under consideration is two-dimensional. Thismeans
that the field, its sources, and scatterers do not depend on one
of the Cartesian coordinates (the x-coordinate, Fig. 1). E-
polarized waves are considered, i.e., waves whose non-zero
components are Ex = Ex(y, z, t), Hy = Hy(y, z, t), and
Hz = Hz(y, z, t). The following initial-boundary value prob-
lem is used to describe transient electromagnetic processes:
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Here, g represents a point in the Cartesian plane {y, z}; t is the
normalized time, which is the product of the natural time t′ and
the speed of light in vacuum (t = ct′, c = 299 792 458 m/s)
and having dimensions of meters (the SI units are used for other
physical quantities); ε = ε(g) is the relative dielectric permit-
tivity; σ = σ(g) is the specific conductivity; jx = jx(g, t)
is the external current density; η0 =

√
µ0/ε0 = µ0c =

376.730 . . .Ω is the impedance of free space; µ0 = 4π ×
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FIGURE 1. Geometry of problems under study. Shapes and quantity of
dielectric scatterers could be arbitrary.

10−7 H/m and ε0 ≈ 8.854 · 10−12 F/m are the magnetic and
electric constants; QL is the analysis domain, which is a frag-
ment of the Cartesian plane {y, z}, bounded by the rectangular
virtual boundary L, containing all essential sources and scat-
terers of the field (Fig. 1). The first two lines in (1) are the
Maxwell’s equations for non-zero field components; the fourth
and fifth lines are initial conditions; the sixth and seventh lines
are continuity conditions for tangential field components at the
boundaries B of dielectric objects (i, j are the numbers of these
objects); the eighth line is conditions on the edgesV, i.e., points
on the plane {y, z} where the boundaries of objects have sharp
bends (the requirement of finiteness of energy in any finite vol-
ume VC containing the edge V [32]); the last line is a formal
operator representation of the boundary condition imposed on
the field on the virtual boundary L. It is formulated as the
solution of the following four auxiliary initial-boundary value
problems on each straight segment of L for auxiliary functions
Vy = Vy(z, t, φ; yi) and Vz = Vz(y, t, φ; zi) (yi, zi are parame-
ters defining the straight segment ofLwhere the corresponding
auxiliary function is defined):
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At the corner points of the boundary L, functions Vy and Vz are
matched by the equations
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where

R(φ,φ′) =
sin2 φ′

sin2 φ+ sin2 φ′ cos2 φ
. (5)
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The relations (2)–(5) represent exact absorbing boundary
conditions, which are the basis of the exact absorbing condi-
tions (EAC) method [33–39]. They are rigorously derived from
the Maxwell’s equations and accurately describe waves leaving
the analysis domain through the virtual boundary with EAC im-
posed. When solving initial-boundary value problems numeri-
cally, this feature allows to reduce the level of waves reflected
from the virtual boundary to a level below the error of numerical
method in use in all points of the analysis domain. This ability
of EAC to correctly and unlimitedly “absorb” the waves inci-
dent on the virtual boundaries is their advantage over the widely
used Perfectly Matched Layer (PML) technique [39]. In partic-
ular, the EAC method enables accurate time-domain modeling
of wave processes in open resonant structures with eigen oscil-
lations having a quality factor that can exceed 107 [40]. In this
case, the time of interaction of outgoing waves with the virtual
boundaries can be more than 106 periods of the working oscil-
lation, and the resulting solution does not display the presence
of waves reflected from the virtual boundaries.
The shape, quantity, and arrangement of dielectric objects

comprising the structures under study (photonic crystals)
could be arbitrary and should be set when formulating initial-
boundary value problems. In this paper, two-dimensional
crystals made of sapphire bars with square cross-sections are
considered. The field source is a current filament with the
density jx(t). The time dependence of jx(t) could be arbitrary
(with some insignificant constraints) and is set depending on
the specifics of each particular numerical experiment.
The initial-boundary value problem (1)–(5) is resolved us-

ing the Finite-Difference Time-Domain (FDTD) method [41].
This method is efficient, relatively straightforward to imple-
ment, and allows solving two-dimensional initial-boundary
value problems using widely-available personal computers.
The numerical solution to the problem (1)–(5) is the values of
grid functions corresponding to the field components Ex(g, t),
Hy(g, t), and Hz(g, t) at all nodes of the computational grid.
If necessary, the time-domain data is converted into frequency
characteristics using standard Fourier transform

ũ(k) = FT [u(t)] =
1

2π

∫ ∞

−∞
u(t)eiktdt, (6)

u(t) = FT−1 [ũ(k)] =

∫ ∞

−∞
ũ(k)e−iktdk. (7)

Here, k = 2π/λ is the wavenumber; λ = c/f is the wavelength
in free space; f is the linear frequency.

3. PHOTONIC CRYSTAL
Let us consider a finite photonic crystal in the form of an array
of sapphire bars oriented along the x axis and having square
cross-section in the {y, z} plane, Fig. 2(a). The cross-section
size of each bar is 1mm × 1mm, the distance between them
is 1mm in each coordinate direction. The relative dielectric
permittivity of sapphire is ε = 11.6 [42–44], and we neglect
dielectric losses at this stage. The crystal’s size is set to 28×28
bars or 55mm× 55mm.

Let us determine frequency parameters of the crystal’s band
gap [45, 46]. To do this, the four bars are removed from the
central part of the crystal (Fig. 2(a)), and a current filament is
placed at the geometric center of the crystal (point S). The cur-
rent density is set by the function

jx(t) = 4S(t) cos
(
kc(t− T )

) sin(ks(t− T )
)

t− T
, (8)

S = x2(3− 2x), x(t) =


t−t0
T−t0

, t0 ≤ t ≤ T
t−t1
T−t1

, T ≤ t ≤ t1

0, t < 0, t > t1

(9)

with A = 4, kc = ks = 600m−1, t0 = 0m, t1 = 1m,
and T = (t0 + t1)/2. The amplitude spectrum of this pulse
(Fig. 2(b)) has approximately unit value in the range 0 < k <
1 200m−1 (0 < f < 57.2GHz). To record the field passing
through the crystal, we set five observation points P1, P2, . . .,
P5, at a distance 10mm from the crystal (from the nearest row
of bars). The distance between adjacent observation points is
6.75mm, which is approximately 1/8 of the crystal’s width.
Exciting the crystal with the pulse (8) allows us to determine
the fields Ex(t)|Pi

at the observation points Pi, as well as their
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FIGURE 2. (a) General view of finite photonic crystal with defect in
central part containing the excitation current filament S. (b) Excita-
tion pulse spectrum. (c) Normalized aggregated spectrum at the ob-
servation points P1–P5. Dimensions of the crystal’s unit cell are in
millimeters, the crystal size is 55mm× 55mm.
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FIGURE 3. (a) General view of finite photonic crystal withwaveguiding
defect. (b) Amplitude spectrum of the excitation pulse, the current
filament is located at the point S. Normalized amplitude spectra of the
field at the observation point P for (c) d = 3mm, (d) d = 3.5mm,
and (e) d = 4mm.

spectra Ẽx(k)|Pi
. These spectral functions are summed and

normalized as

Ũ(k) =
∑
i

∣∣∣Ẽx(k)
∣∣∣
Pi

, Ũnorm(k) =
Ũ(k)

max Ũ(k)
. (10)

The function Ũnorm(k) allows to assess the crystal’s band gaps
because it contains aggregate information from multiple obser-
vation points, and the possible absence of certain spectral com-
ponents of the field at one point may be compensated by their
presence at others. On the other hand, the absence of specific
frequency components simultaneously at all observation points
indicates complete opacity of the crystal at the corresponding
frequencies. Fig. 2(c) illustrates this, in which the frequency
band where the function Ũnorm(k) is practically zero is shaded

in gray. This represents the photonic crystal’s band gap, and its
boundaries can be approximately determined as

746 < k < 975m−1 or 35.594 < f < 46.521GHz. (11)

In the same time, in the narrow vicinity of the wavenumber
k = 824.1m−1, the resonant transmission through the crystal
occurs. The level of this transmission and the frequency band
where this effect is observed are quite small and do not affect
the results of numerical experiments.
Now, to enable a directed energy transmission inside the

crystal, it is necessary to create an extended defect in the crys-
tal’s structure. The simplest way to achieve this is to remove
one row of the bars. However, the bars removal alone is insuf-
ficient to create a waveguiding channel with frequency charac-
teristics required for our purposes. The crystal’s band gap must
entirely overlap with the frequency band where the waveguid-
ing channel supports wave propagation, only in this case it is
possible to effectively utilize the entire frequency range occu-
pied by the band gap. Additionally, by an analogywith a hollow
metal waveguide, the band gap is required to be as close as pos-
sible to the cutoff frequency of the waveguiding channel. In this
scenario, its dispersion properties will be most pronounced, and
the difference between maximum and minimum values of the
group velocity in the operating frequency range will be maxi-
mal. Since determining the cutoff frequency analytically is very
difficult, we do it numerically [45, 46].
To achieve this, the geometry of the photonic crystal is mod-

ified as shown in Fig. 3(a). Now it is composed of two blocks
of 100×13 sapphire bars (a×b = 199mm×25mm). A defect
is created between these blocks by removing 87 (out of 100)
bars from one row. The remaining 13 bars enclose the waveg-
uiding defect on one side, and their centers lie on the symmetry
plane of the crystal. The length of this waveguiding defect is
L = 174mm. Its width d can vary within a certain range, and
it is chosen in accordance with the requirements outlined in the
previous paragraph. A current filament is placed at the point
S, which coincides with the center of the first removed bar (the
14-th bar in the row). The observation point P is located at the
geometric center of the last removed bar (the 100-th bar in the
row). Exciting the structure with the pulse (8) with A = 4,
kc = 860m−1, ks = 100m−1, t0 = 0m, t1 = 0.5m (its
spectrum is shown in Fig. 3(b)) allows us to find the amplitude
spectrum of the wave at the observation point P and estimate
the optimal value of the width d.
Figures 3(c), 3(d), and 3(e) plot the normalized spectra

|Ẽx,norm(k)|P for various values of d. It is evident that, similar
to hollow metal waveguides, there is a frequency range where
the crystal’s waveguiding channel does not support wave prop-
agation, and as d increases, the upper bound of this range shifts
towards lower frequencies. The value d = 4mm provides the
most suitable combination of the cutoff frequency of such a
waveguide and the band gap of the crystal, so it is chosen for
further numerical experiments.

4. TIME REVERSAL METHOD
Let us modify the crystal geometry again for more efficient
pulse compression and radiation into free space, see Fig. 4.
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FIGURE 4. General view of photonic crystal with waveguiding defect
and matching section for efficient radiation of compressed pulses into
free space.

First, the length of the main part of the crystal is increased to
499mm (250 sapphire bars). This allows achieving a higher
pulse compression ratio than in a shorter section of the waveg-
uiding channel. Second, dielectric losses are added to our
model: for the dielectric loss tangent tan δ = 10−4 and
wavenumber k = 860m−1 (the middle of operating frequency
range), the specific conductivity of the sapphire bars is σ =
ckεε0 · tan δ = 2.64 · 10−3 S/m. Third, a matching section
is added to the main part of the crystal, and it has the form of
a smooth expansion of the waveguiding channel (a photonic-
crystal analogue of anH-plane horn). The need for such a sec-
tion is due to the presence of oscillations in the spectral char-
acteristics shown in Figs. 3(c)–(e), indicating a relatively high
level of wave reflection from the open end of the waveguiding
channel and the formation of a resonance volume inside it. This
is an undesirable effect whose contribution should be reduced
as much as possible before conducting the EMP compression
experiment.
The matching section is constructed from two symmetrical

blocks, consisting of 12 columns with 12 sapphire bars in each.
Distances (along the coordinate directions) between all neigh-
boring bars in the section, just like in themain crystal, are 1mm.
The distance between the nearest bars of the main crystal and
the bars of the matching section is also 1mm. When mov-
ing along the waveguiding channel inside the matching sec-
tion towards free space, the distances between the nearest bars
on both sides of the channel increase by 0.5mm: d = 4mm,
d1 = 4.5mm, d2 = 5mm, d3 = 5.5mm, and so on till
d12 = 10mm.
Let us use now the described photonic crystal model (Fig. 4)

to simulate the compression of EMP. To determine the temporal
profile of the current exciting the pulse to be compressed, TRM
is employed. According to this method, the following steps
need to be executed:

1. Specifying the temporal profile of the objective pulse
uobj(t), which is (desired) to be obtained at a specified
point in space.

2. Excitation of the dispersive waveguiding structure by the
pulse uobj(t) and calculation of the temporal profile of the
pulse utran(t) at the observation point.

3. Extraction of the essential part of utran(t), its inversion in
time. The result of this step is the pulse urev(t).

4. Finding the frequency-dependent factor ξ which deter-
mines the signal’s losses as it propagates from the exci-
tation point to the observation point.

5. Multiplication of spectral components of the function
urev(t) by ξ2 and obtaining the desired temporal profile
of the input signal, usrc(t).

6. Excitation of the dispersion structure by the signal usrc(t)
and simulation of the compression of the induced EMP.

Below are the results obtained executing these six steps. The
current filament serving as the excitation source is located at the
point S. The observation point P is located in free space at the
distance p = 9mm from the radiator’s aperture in the crystal’s
plane of symmetry.
Step 1. The temporal profile of the objective pulse uobj(t)

is defined by the function (8) with A = 4, kc = 855m−1,
ks = 75m−1, t0 = 0m, t1 = 2T = 0.35m, see Fig. 5(a). Such
parameters selection allows to localize the spectrum of this
pulse

∣∣ũobj(k)
∣∣ (Fig. 5(b)) within the crystal’s band gap (11).

At the points k = 750m−1 and k = 960m−1, which can
be regarded as approximate boundaries of the frequency range
occupied by the signal uobj , the function |ũobj(k)| < 10−2

(|ũobj(k)| ≈ 0.004 at these points).
Step 2. Figure 5(c) plots the computed time dependence of

the electric field Etran
x (t)|P at the point P , induced by the cur-

rent pulse with the density jx(t) = uobj(t) placed at the point
S (1mm × 1mm area occupied by the first removed sapphire
bar from the waveguiding channel). Its normalized amplitude
spectrum |Ẽtran

x,norm(k)|P is plotted in Fig. 5(d), black line, left
axis.
Step 3. A significant portion of Etran

x (t)|P has a smooth en-
velope at the times 0.95 < t < 2.95m (this time interval is
outlined by dashed lines in Fig. 5(c)). The lower bound of this
time range corresponds to the arrival time at the observation
point of frequency components of the pulse propagating in the
crystal’s defect with maximum group velocity. It can be shown
that the value of this velocity falls within the range of 0.54 to
0.67 times the speed of light in vacuum. This uncertainty is re-
lated to the uncertainty in defining themoment when these com-
ponents start propagating along the crystal’s defect. The value
0.54 is obtained assuming that this moment coincides with the
onset of the pulse uobj(t), which occurs at t = 0, while the
value 0.67 corresponds to the moment t = T , i.e., the maxi-
mum of the function uobj(t). The boundary t = 2.95m is also
the arrival time at the observation point of the fastest frequency
components of the pulse after their passage along the waveg-
uiding defect, partial reflection from the matching section, re-
turn to the beginning of the waveguiding channel, reflection
from it, and subsequent passage along the waveguiding defect,
matching section, and segment of free space to the observation
point. Significant here is the time of the wave reflection from
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FIGURE 5. (a) Time dependence of the objective pulse uobj(t) and (b) its amplitude spectrum |ũobj(k)|. (c) Time dependence of electric field
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(red line, left axis), and the compensating factor ξ2(k) (blue line, right axis).

the closed part of the waveguiding channel, which ranges from
0.16m to 0.52m depending on the identification of the moment
when these pulse components start propagating. Due to imper-
fect matching provided by the matching section, the level of
such a wave, having passed through the waveguiding channel
three times, is sufficiently high to disrupt the monotonic nature
of the envelope of EMP radiated into free space at t > 2.95.
The function urev(t) = Etran

x (2.95− t)|P for 0 < t < 2m.
Step 4. The normalized amplitude spectrum |ũrev

norm(k)| is
plotted in Fig. 5(d), red line, left axis. Truncating a portion
of the pulse Etran

x (t)|P with a non-monotonic envelope for
t > 2.95m has eliminated oscillations in this spectral depen-
dency (compared with |Ẽtran

x,norm(k)|P ). The function

ξ(k) =

∣∣∣ũobj(k)
∣∣∣∣∣∣ũrev

norm(k)
∣∣∣ (12)

defines losses incurred by the pulse during a single passage
through the dispersion channel between the source and observa-
tion points. These losses decrease monotonically with increas-
ing frequency and are not associated with electrical losses in
the sapphire bars, but rather with the radiation resistance of the
current filament. Similar to hollow metallic waveguides [24],
the efficiency of converting energy from a current source local-
ized within photonic crystal into energy of the radiated wave
depends on the frequency and increases with its growth.
Step 5. To define losses incurred during the signal’s passage

from the excitation point to the observation point twice, ξ(k)

provided by (12) is squared (Fig. 5(d), blue line, right axis).
This quantity allows for the calculation of the temporal profile
of the field source through the function urev(t):

jx(t) ≡ usrc(t) = FT−1
[
ξ2(k) · FT

[
urev(t)

]]
(13)

where FT [. . .] and FT−1[. . .] are direct (6) and inverse (7)
Fourier transforms. The plot of its time dependence is shown in
Fig. 6(a), black line, left axis. Additionally, Fig. 6(a) (red line,
right axis) plots the frequency modulation law k(t) of the pulse
jx(t):

jx(t) = A(t) sin
(
φ0 +

∫ t

0

k(τ)dτ
)
. (14)

Here, A(t) represents the envelope; φ0 denotes the initial
phase; and k(t) is the instantaneous frequency [47]. The nor-

malized amplitude spectrum |̃jx,norm(k)| of the function (14)
is plotted in Fig. 6(b).
Step 6. Fig. 6(c) plots the computed temporal profile

Ecompr
x (t)|P of the (compressed) electric field pulse at the

observation point P , which is excited by the current (13)
located at the point S (see Fig. 4). Fig. 6(d) plots its nor-
malized amplitude spectrum |Ẽcompr

x,norm(k)|P . The function

Ecompr
x (t)|P corresponds to the function uobj(t) up to mul-

tiplication by a constant, time shift, and minor deviations
associated with the truncation of Etran

x (t)|P for t > 2.95m,
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FIGURE 6. (a) Time dependence of external current density jx(t), which is computed using TRM (black line, left axis), and its frequency modulation
law k(t) (red line, right axis). (b) Normalized amplitude spectrum |̃jx,norm(k)|. (c) Time dependence and (d) normalized amplitude spectrum of
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which was done at Step 3. This truncation also accounts for
the slight discrepancies between the spectral characteristics
|Ẽcompr

x,norm(k)|P and |ũobj(k)|. Thus, the numerical experiment
on modeling the EMP compression could be considered as
successful.
Now, let us assess energy characteristics of the compression

process. Direct estimation is challenging because the input
pulse is defined as the time dependence of the excitation cur-
rent (Fig. 6(a), black line, left axis), while the output is repre-
sented by the time dependence of the electric field at a fixed
point in space (Fig. 6(c)). Converting these physical quantities
directly into the energy of electromagnetic field (in vicinities
of the corresponding points in space) would not allow a correct
assessment of the radiated pulse’s power due to the localized
nature of these characteristics. This obstacle can be overcome
by calculating the fluxes of the Poynting vector of the pulse
before and after compression through surfaces lying along the
path of propagation of the wave packet being compressed (in
longitudinal direction).
To achieve this, we introduce two flat virtual surfaces A1A2

and B1B2, perpendicular to the axis z. They are shown by the
dashed lines in Fig. 4, and the surfaceB1B2 contains the obser-
vation point P . Their sizes are s1 = 58mm, and the distance
between them is s2 = 483mm. The calculated time depen-
dencies of the Poynting vector fluxes SA(t) and SB(t) through
these surfaces are plotted in Fig. 6(e). The total energy passing
through these two surfaces is

EA ≈
∫ 3.25

0

SA(t)dt ≈ 2.24 · 10−6J (15)

and

EB ≈
∫ 3.25

0

SB(t)dt ≈ 2.15 · 10−6J. (16)

Their ratio provides an estimate for the efficiency of com-
pression process. That is, approximately 4% of the energy is
lost, partially due to reflection from the matching section (this
fraction of energy does not fall within the integration interval
0 ≤ t ≤ 3.25mm) and partially due to lateral radiation, which
does not pass through the surface B1B2.
In what follows, we consider the pulse passed through the

surface A1A2 as the input and the pulse passed through the
surface B1B2 as the output. To estimate the amplification and
compression coefficients, it is necessary to establish their tem-
poral boundaries. There is no unique procedure for determining
these boundaries, and therefore the durations of these pulses.
This poses a certain problem because the pulse’s power signif-
icantly depends on the time interval over which it is calculated.
We set the temporal boundaries for the pulse SA(t) as 0.11 ≤
t ≤ 2.06m and for the pulse SB(t) as 2.65 ≤ t ≤ 2.9m. With
these temporal boundaries, the corresponding segments of the

pulses SA(t) and SB(t) contain
∫ 2.06

0.11
SA(t)dt ≈ 2.237 ·10−6 J

and
∫ 2.9

2.65
SB(t)dt ≈ 2.146 · 10−6 J of energy, respectively,

which is approximately 0.999 of the values (15) and (16). The

following estimates are obtained for the compression coeffi-
cient

β ≈ (2.06− 0.11)/(2.9− 2.65) = 7.8 (17)
and the power amplification coefficient

G ≈ 2.146 · 10−6

0.25
· 1.95

2.237 · 10−6
≈ 7.48 (18)

The time dependence of the excitation current’s frequency
k(t) (Fig. 6(a), red line, right axis) exhibits a non-trivial be-
havior, which may be uneasy to reproduce in real-world pulse
generators. Therefore, it is interesting to explore the potential
for linearizing the modulation laws of the excitation pulse. To
investigate this possibility, we divide the time interval 0 ≤ t ≤
2m, where the excitation pulse is defined (Fig. 6(a)), into seven
equal subintervals. Within each of these subintervals, the func-
tions k(t) andA(t) are approximated by linear dependencies so
that the linearized values of amplitude and frequency coincide
with the corresponding values of k(t) and A(t) at the bound-
aries of these subintervals, which are presented in Table 1.

TABLE 1. Data for interpolating the time profile of external current
source.

t, m A, A/m k, m−1

0.0000 0.870 170 759.820 481
0.2857 1.461 235 769.735 908
0.5714 1.641 034 779.649 802
0.8571 3.014 393 789.356 950
1.1428 4.522 007 800.892 384
1.4285 5.884 587 828.648 713
1.7142 9.167 814 899.723 164
2.0000 0.000 000 963.916 774

The time dependence of such a linearized current source, cre-
ated by the data in this table, and its frequency modulation law
are plotted in Fig. 6(f), and its normalized amplitude spectrum
is plotted in Fig. 6(g). Fig. 6(h), 6(i), and 6(j) demonstrate
the results of modeling the compression of EMP excited by
such a linearized current source, namely, the pulse at the ob-
servation point, its spectrum, and the Poynting vector fluxes
through the surfaces A1A2 and B1B2. All these characteris-
tics differ from those obtained for the pulse with strictly cal-
culated modulation laws k(t) and A(t); however, this differ-
ence is not drastic, i.e., small changes of the input (ampli-
tude and frequency) lead to relatively small changes of the out-
put. This is somewhat non-intuitive, as (14) has k(t) inside
the integral, and one might expect that approximation errors of
k(t) would accumulate during the integration process. How-
ever, as the numerical experiment demonstrates, this is not the
case. Integrating the obtained Poynting vector fluxes over the

same time intervals yields
∫ 2.06

0.11
SA(t)dt ≈ 2.74 · 10−6 J and∫ 2.9

2.65
SB(t)dt ≈ 2.61 · 10−6 J. These values lead to the power

amplification coefficient G ≈ 7.43, which coincides closely
with (18).
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FIGURE 7. Evolution of the pulse being compressed in the photonic crystal’s waveguiding defect. Ex field component.
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Dividing the obtained value ofG by the dimensionless length
of the dispersion channelLrel, whereLrel = (s2−p)/d ≈ 118
(see Fig. 4), we obtain an approximate estimate of the power
amplification coefficient per unit length equal to a waveguide’s
transverse size, Grel = 7.43/118 ≈ 0.06. This approximately
coincides with the value of this quantity for a hollow metal
waveguide (Grel ≈ 0.09 for G ≈ 31 and Lrel ≈ 322 [23])
and is three times smaller than for a flat dielectric waveguide
(Grel ≈ 0.19 for G ≈ 31, Lrel ≈ 165, and ε = 11.5 [21]).
Moreover, the frequency bandwidth occupied by the analyzed
pulse (between k = 750m−1 and k = 960m−1) is approx-
imately one-third of an octave against one octave in [21] and
[23], which makes the proposed photonic crystal comparable
in dispersion characteristics to “classic” waveguides. Further
optimization of the photonic crystal geometry is also possible,
aimed at expanding the band gap (see [46, 48]) and minimizing
its dimensions by folding the waveguiding defect into a spiral,
similar to how it is done in “classic” waveguides [22, 23].
Figure 7 shows the evolution of the considered pulse as it

propagates along the waveguiding defect, and the compression
could be clearly seen. This sequence of electric field patterns
is plotted with an interval t = 0.24m or t′ ≈ 0.8 ns.
Figure 8(a) shows the spatial distribution of the electric field

component Ex(y, z) of the radiated pulse in the far zone of the
photonic crystal aperture at the moment of time t = 3.2m.
We have placed five observation points at a distance of R =
500mm from the open end of the waveguiding defect of the
crystal. They have angular coordinates Ψ = 0, 22.5, 45, 67.5,
and 90 degrees. The time dependences of the Ex component at
these five points are shown in Fig. 8(b). These spatial and tem-
poral characteristics are close to the corresponding characteris-
tics of such elementary radiators as the open end of a metallic
waveguide and a magnetic dipole.

5. CONCLUSION
This work presents the results of numerical modeling of the
compression of frequency- and amplitude-modulated EMP in
a waveguiding defect of a photonic crystal. The crystal is made
of sapphire bars with a square cross-section of 1mm×1mm and
a distance of 1mm between them. The pulse bandwidth (35.79
to 45.80GHz) approximately coincides with the crystal’s band
gap (from 35.6 to 46.5GHz). The time reversal method is used
to determine the temporal profile of the excitation current pulse.
For the waveguiding channel with a length of approximately
0.5m, the compression coefficient β ≈ 7.8 and the power am-
plification coefficient G ≈ 7.48 were obtained. The possi-
bility of approximating the modulation laws of the excitation
current by sequential segments, where the amplitude and fre-
quency have linear time dependence, is investigated. Numer-
ical modeling showed that the approximation of the excitation
pulse with a duration of 6.67 ns by seven segments (each with
a duration of approximately 0.95 ns) with linear dependence of
amplitude and frequency modulations does not lead to any sig-
nificant change in the energy characteristics of the compression
process, although it distorts the shape of the compressed pulse.
The model considered here is two-dimensional. However, it

can be easily realized as a real device. For this purpose the en-

tire photonic crystal should be placed between two metal plates
lying in the planes x = const (the so-called photonic crystal
slab). In this case, all field components of the solutions of the
initial-boundary value problems obtained here automatically
satisfy the boundary conditions on these planes. This leads to
the preservation of the physics of all transient processes in the
photonic crystal, and the only possible cause of distortions of
the spatial-energetic characteristics of such an object can be ei-
ther the edges of metal plates or the excitation of higher modes
with non-zero indices along the axis perpendicular to the metal
plates [49]. It is also obvious that the crystal considered here
can be scaled to shorter-wavelength ranges.
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