Progress In Electromagnetics Research M, Vol. 128, 99-113, 2024

PIERM

(Received 26 June 2024, Accepted 12 August 2024, Scheduled 26 August 2024)

Numerical Modeling of GPR for Underground Multi-Pipes
Detection by Combining GprMax and Deep Learning Model

Qiang Guo', Pengju Yang"-%", Rui Wu'>3, and Yuqiang Zhang!'

1School of Physics and Electronic Information, Yan 'an University, Yan'an 716000, China
2Key Laboratory for Information Science of Electromagnetic Waves (MoE), Fudan University, Shanghai 200433, China
3 Institute for Radio Frequency Technology and Software, Beijing Institute of Technology, Beijing 100081, China

ABSTRACT: As a popular nondestructive technique, ground penetrating radar (GPR) is extensively utilized for detecting underground
pipelines. In this paper, an efficient and automatic scheme is presented for the detection and classification of underground pipelines by
combining electromagnetic modeling and machine learning techniques. By virtue of open-source gprMax software, the B-scan signa-
tures of underground pipelines are simulated and analyzed in detail, with four types of underground pipelines taken into account, i.e.,
iron pipelines, concrete pipelines, copper pipelines, and PVC pipelines. On the basis of electromagnetic modeling, B-scan profiles of
underground pipelines are preprocessed by using the average method and time gain compensation method to obtain a dataset for training
neural network of YOLOv8 model. The simulations indicate that our scheme combining simulated B-scan profiles and YOLOv8 model
is able to detect and classify underground pipelines with high accuracy, and the category and material of underground pipelines can be
determined with a high confidence level. Specifically, the detection time of a single B-scan image for underground pipelines is about
0.02 s, and the average detection accuracy can reach 0.995, which is potentially valuable for the automatic detection and classification of

underground pipelines in GPR applications.

1. INTRODUCTION

ith the process of accelerated urbanization, underground
Wpipelines, which function as the “arteries” of urban op-
eration, play a crucial role in the construction of urban infras-
tructure. However, urbanization is often characterized by in-
sufficient construction precision, improper planning, and other
issues, frequently damaging underground pipelines. Current
pipeline detection methods can be divided into destructive test-
ing (DT) and nondestructive testing (NDT). Although DT can
provide accurate information about underground pipelines, it
is time consuming, labor intensive, and can cause damage to
underground pipelines or other infrastructures. In contrast,
NDT methods, such as acoustic method and resistivity tomog-
raphy, offer less intrusive alternatives. Among these, ground-
penetrating radar (GPR) has emerged as a highly effective tool
for detecting underground pipelines, largely due to its straight-
forward operation, high resolution, and extensive detection
range [1].

Usually, underground pipelines are metal or non-metallic
pipelines. The distinct physical properties of pipelines and the
surrounding soil make GPR an ideal detection tool [2]. The hy-
perbolic shape of pipeline radar profiles is the most significant
feature for detecting pipeline targets. Consequently, the sym-
metry of the hyperbolic shape can be used to quickly identify
hyperbolic features in B-scan profiles [3]. However, in real-
ity, the collected GPR images are not direct representations of
the underground targets. Therefore, data interpretation requires
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substantial professional knowledge, largely depending on the
experience level of the data processing personnel. Moreover,
the manual identification and classification of the pipeline radar
images is time consuming and prone to error, due to the inter-
lacing of underground pipelines in urban areas and the variable
composition of soil. These factors can lead to miscalculations
and omissions in judgment, escalating the risk of urban infras-
tructure and maintenance issues, and potentially endangering
public safety. Therefore, it is paramount to improve the preci-
sion and efficacy of pipeline profiles interpretation to ensure the
secure operation of underground pipelines and minimize urban
operations risks.

With the continuous advancement of artificial intelligence
(AI) technology, Al-based methods have attracted significant
attention from scholars for pipelines detection and classifica-
tion by using the hyperbolic characteristics of underground
pipelines [4-6]. For example, Kaur et al. used a new robot
equipped with ground-penetrating radar sensors to perform
measurements and achieved effective classification and detec-
tion of bridge reinforcement bars by combining support vec-
tor machines with directional gradient histogram features [7].
A column-connected clustering algorithm and orthogonal dis-
tance hyperbolic fitting algorithm were proposed in [8], en-
abling efficient separation of the multi-target regions in ground-
penetrating radar data. Pasolli et al. analyzed the ground-
penetrating radar data by using a combination of pattern recog-
nition and support vector machines [9]. Wong et al. proposed a
multivariate and classified corrosion state of concrete by using
a logistic regression method [10]. Xue et al. combined GPR
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and a machine learning model to classify and identify rock lay-
ers [11]. Xue et al. proposed an efficient method that combines
robust principal component analysis (RPCA) and backpropaga-
tion (BP) neural networks to detect and locate underground tar-
gets in urban roads using GPR images [12]. Ref. [13] presents
a novel method for early breast cancer detection and classifi-
cation using non-ionizing microwave signals and the YOLOVS5
deep learning algorithm to analyze backscatter data and create
accurate tumor images. These studies demonstrate the feasibil-
ity and efficacy by combining Al and GPR for the detection and
classification of underground pipelines. However, the perfor-
mance of neural networks is usually affected by uncertainties
and/or inaccuracies of the available datasets for training neural
networks including measured and simulated GPR data. Fuzzy
logic may be an effective way to improve the ability to correctly
classify the analyzed data, offering greater robustness and reli-
ability in the interpretation of the results [14].

Aiming at the problem of underground pipelines detection
and classification, this paper is devoted to developing an ef-
ficient and automatic scheme by combining electromagnetic
modeling and machine learning techniques. By virtue of open-
source gprMax software, the B-scan signatures of underground
pipelines are simulated and analyzed in detail, in which real
soil is approximately simulated by using a semi-empirical soil
model. To obtain a proper dataset with more distinct hyperbolic
features for training neural network, B-scan profiles of under-
ground pipelines are preprocessed by using the average method
and time gain compensation method. To enhance the diversity
of the training data, improve the model’s generalization abil-
ity, and reinforce the model’s robustness, the preprocessed B-
scan profiles are processed using data enhancement techniques.
On the basis of the generated B-scan dataset, the deep learning
model of you only look once version 8 (YOLOVS) is utilized
for the detection and classification of underground pipelines,
owing to its higher accuracy and faster detection speed than the
previous versions of YOLO.

This paper is organized as follows. Section 2 introduces the
principle of GPR and electromagnetic (EM) modeling of under-
ground pipelines. In Section 3, the dataset generation and the
performance indexes of YOLOVS are presented. In Section 4,
results and analyses are presented, including the performance
indexes of the YOLOvVS model for detecting and classifying
different types of underground pipelines, which is also used to
detect and classify multi-pipelines. Section 5 concludes this

paper.

2. EM MODELING OF UNDERGROUND PIPELINES US-
ING GPRMAX

GPR is a nondestructive geophysical technique for detecting the
distribution of substances within a medium. This method op-
erates on the principles of reflection, refraction, and bypassing
of high-frequency pulsed electromagnetic waves underground,
aiming to accurately identify underground structures and prop-
erties. GPR offers a high-resolution accuracy down to the or-
der of centimeters, allowing it to the order of determining the
buried depths, sizes, shapes, and orientations of objects [15].
In recent years, GPR has emerged as an important technol-
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ogy in geophysical exploration due to its straightforward opera-
tion, high resolution, and nondestructiveness, etc. [9, 16]. It has
been employed in several fields, including underground imag-
ing [17, 18], road detection [19-21], landmine detection [22],
and the resolution of numerous technical challenges, which has
great potential and broad application prospects.

2.1. 2D Maxwell's System for GPR Applications

Considering two-dimensional Maxwell’s equations, we assume
that all physical quantities are independent of the y-coordinate.
This assumption leads to the formation of two decoupled sys-
tems, namely transverse electric (TE) mode and transverse
magnetic (TM) mode. The decoupling equations for the TE and
TM modes in the two-dimensional time domain are as follows.
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where o0, €, and p are the electrical conductivity, dielectric con-
stant, and magnetic permeability of the medium, respectively.
These scalar field quantities are responsive to the electrical
properties of a medium. Eq. (1)-Eq. (3) represent the decou-
pled equations in the TM mode in the 2D-time domain, and
Eq. (4)-Eq. (6) are the decoupled equations in the TE mode in
the 2D-time domain. Eq. (1)-Eq. (6) are the GPR time-domain
control equations with attenuation terms in the two-dimensional
case. Inter-well radar is typically modeled using electromag-
netic equations in TE mode for forward modeling, while the
antenna radiation direction of ground-based GPR is perpendic-
ular to the measurement plane xOz, and it is typically modeled
using equations in the TM mode.

The TM mode is frequently employed in GPR applica-
tions primarily because, when propagating in the underground
medium, the electric field component is perpendicular to the
medium interface, while the magnetic field component is par-
allel to it. The characteristics of the TM mode provide advan-
tages such as robust anti-jamming capability, greater depth of
detection, and higher resolution in underground detection.

2.2. GPR B-Scan Echo Acquisition and Its Hyperbolic Signature

The GPR system comprises five components: the central con-
trol unit (host), transmitting antenna, receiving antenna, trans-
mitter, and receiver. The transmitting antenna sends radar
waves into the ground, while the receiving antenna captures
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radar waves reflected from underground targets. The host,
which is the core of the system, sends transmission commands
to the transmitter and retrieval commands to the receiver, in-
cluding start and stop times, transmission frequency, repeat
counts, and other parameters. The transmitter emits high-
frequency pulsed electromagnetic waves into the ground as di-
rected by the host, while the receiver collects data according
to the control commands. After sampling and A/D conversion,
the received reflection signals are converted into digital signals
for display and storage [23]. GPR equipment typically consists
of one or more transmitting antennas and one or more receiving
antennas, which can be placed on the ground or in boreholes.
Most ground-penetrating radar systems use pulsed signals, with
the reflected signals recorded in the time domain by a sampling
receiver.

GPR data acquisition modes can be categorized into con-
tinuous and discrete (point) acquisition modes. Continuous
acquisition modes can be further divided into time-triggered
and distance-triggered (wheel-triggered) modes. The time-
triggered acquisition mode establishes a fixed time interval,
ensuring that the time interval between each data channel is
consistent. In contrast, the distance-triggered mode sets a dis-
placement interval for acquisition, ensuring equal displacement
intervals between every two data channels. In the distance-
triggered mode, the GPR initiates data acquisition when the
range wheel connected to the antenna reaches a specific dis-
tance. Typically, GPR uses the distance-triggered mode to cap-
ture accurate target position information.

Figure 1 illustrates the operational principles of GPR and the
schematic diagram of a B-scan echo. To detect the underground
pipeline, the GPR is moved along the surface of the medium
in the direction of the vertical pipeline. Fig. 1(a) is an A-scan
schematic, and Fig. 1(b) is a B-scan schematic. B-scan sig-
nals are formed by A-scan signals in sequence. As shown in
Fig. 1(c), x is the horizontal position of the pipeline target, and
x; is the position of the transmitting antenna. The transceiver
antenna begins moving from a position farther from the target
and passes over the target and detects according to the displace-
ment interval set by the distance trigger as it moves away from
the target. An A-scan data is obtained for each scanning chan-
nel, recording the radar’s reflected echo signal. The B-scan
profile of the GPR is obtained by arranging each channel of
A-scan data in sequence. As illustrated in Fig. 1(d), the hori-
zontal coordinate represents the scanning channel information,
while the vertical coordinate corresponds to the time axis. From
the B-scan profile, the corresponding feature of the GPR for the
pipeline target can be observed as a downward-opening hyper-
bola.

The electromagnetic wave emitted by the transmitting an-
tenna encounters the pipeline target, and the receiving antenna
captures the reflected echo from the underground pipeline tar-
get. The time recorded by the GPR is the propagation time of
the electromagnetic wave traveling to and from the antenna and
the pipeline target, referred to as the bi-directional travel time.
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FIGURE 1. Schematic diagram of ground-penetrating radar operation
and B-scan echo. (a) A-scan schematic. (b) B-scan schematic. (c)
Electromagnetic wave propagation schematic. (d) B-scan echo profile.
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where ¢; represents the two-way propagation time of electro-
magnetic waves; xo denotes the distance between the trans-
mitting antenna and the receiving antenna; R represents the
pipeline target diameter; Z denotes the pipeline target depth
(distance from the surface to the upper surface of the pipeline);
and v represents the electromagnetic wave propagation speed
in the medium. The electromagnetic wave propagation speed

in the medium is calculated as follows.
c

VEr

V=

®)

where C' is the propagation speed of electromagnetic waves in
a vacuum (i.e., the speed of light, C' = 3.8 x 10® m/s), and &,
represents the relative permittivity of the medium.

Normally, there is a difference between the dielectric con-
stant of the underground pipeline and that of the surrounding
soil. When an electromagnetic wave propagates to the pipeline,
it produces a distinct reflection, which results in a radar profile
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FIGURE 2. Gaussian waveform. (a) Time-domain waveform of the
Gaussian waveform. (b) Power spectrum of the Gaussian waveform.

consisting of a single data channel that is characterized by a hy-
perbolic feature with a downward direction. This opening can
be observed in the image.

2.3. gprMax EM Simulator

The gprMax is a professional electromagnetic wave simulation
software that employs finite-difference time-domain (FDTD)
algorithms [24,25] and perfectly matched layer (PML) bound-
ary absorption conditions [26]. It is designed to address the
propagation and scattering problems of Maxwell’s equations in
the time domain [27]. The software is used in the simulation of
geo-radar and other electromagnetic detection and diagnostic
applications. It can simulate electromagnetic waves in a mul-
titude of complex environments, including non-homogeneous
and anisotropic media. Furthermore, it supports various source
and receiver configurations with different waveforms.

The currently commonly used radar excitation sources in-
clude cont sine excitation sources, sine excitation sources,
Gaussian excitation sources, and Ricker excitation sources. In
gprMax simulations, the Ricker waveform is defined as the neg-
ative, normalized second-order derivative of a Gaussian wave-
form.

W (t) = e <t ©)

W () = =(2¢(t = x)* = De <" (10)
In Egs. (9)~(10), ¢ = w2f2, f is the frequency. Eq. (9) rep-
resents the Gaussian waveform formula, and Eq. (10) is the
Ricker waveform formula.

Figures 2(a) and (b) present the Gaussian pulse waveform
in the time domain and its power spectrum, respectively.
Figs. 3(a) and (b) show the Ricker waveform in the time
domain and its power spectrum, respectively. In Figs. 2 and 3,
the center frequency is 1 GHz, with a time window of 6 ns and
a time step of 1.926 ps. Generally, the operating frequency
range of the GPR is between 10 MHz and 2.5 GHz, and the
propagation in the subsurface medium is mainly dominated by
displacement currents [28].

Comparing the time-domain waveforms and power spectra
of the two waves, it is found that the Ricker wave is preferred in
GPR due to its superior energy distribution at both low and high
frequencies, resulting in better reflection of subsurface signals.
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GURE 3. Ricker waveform. (a) Time-domain waveform of the Ricker

waveform. (b) Power spectrum of the Ricker waveform.
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The sharp amplitude peaks provide better time resolution, en-
abling the radar to detect fine underground targets and provide
accurate depth localization information.

2.4. Peplinski's Semi-Empirical Soil Model

When modeling with gprMax, it is necessary to study models
that approximate real soil conditions. In this paper, we use a
semi-empirical soil model proposed by Peplinski et al. in 1995,
as mathematical formulas for the parametric expression of the
electromagnetic characteristics of real soils [29]. This theoret-
ical model suggests that the electromagnetic characteristics of
soil are determined by two main factors. One factor is the pro-
portion of different particulate components in the soil, and the
other is the soil water content. Soil particles can be broadly
classified into three categories, clay, silt soil, and sandy soil.
Clay particles have a diameter of less than 0.002 mm, while silt
soil particles have a diameter between 0.002 mm and 0.05 mm.
Sandy particles have a diameter between 0.05 mm and 2 mm.
Different ratios of these three soil particles form various soil
types, resulting in changes in the soil’s dielectric constant and
thus different electromagnetic properties. The water content in
the soil also plays a crucial role in influencing its electromag-
netic properties. Based on the aforementioned theory, Peplinski
et al. present a formula for the relative dielectric constant of the
soil.

e=¢ +ic (11)
, . 1/«
e =115 {1 + 2 (o) 4 mf ef - my] —0.68 (12)
" B// 1" 1/(1
e = [my sfﬂ (13)

The complex soil dielectric constant & proposed by Pephnsk1
et al. consists of a real part ¢ and an imaginary part £ . In
Egs. (11) and (12), py, and ps denote the density of the soil and
the density of sand particles in the soil, respectively. m,, rep-
resents the volumetric water content of the soil, and « is an
empirically relevant constant, which is taken here as 0.65 for
typical soil.

Bl = 1.2748 — 0.5195 — 0.152C (14)
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8" = 1.33797 — 0.603S — 0.166C (15)

where 3" and 8 are expressed as shown in Egs. (14) and (15),
determining the proportions of the three constituents of the soil.
Here, S represents the proportion of sandy soil, and C' repre-
sents the proportion of clay in the soil.

4 Ew0 — €woo
B— _Ew0 ~ Cweo 16
fu U 4 (27Tf7’w)2 (16)
" 2 w (w0 — Cwoo eff s
= TfTw (Ewo = Ewoo) | Ter (Ps — pb) (17

1+ (27 f70)° 2reof  psie
5;.w and E;w appearing in Egs. (16) and (17) represent the real
and imaginary parts of free water in the soil, respectively. €00
is the limit at which s;w higher frequencies are reached; £,
is the static relative permittivity of water; 7, is the constant of
thermal dynamic equilibrium; o is the effective conductivity.

The preceding analysis defines the electromagnetic proper-
ties of Peplinski’s semi-empirical soil model. In this study,
Peplinski’s semi-empirical soil is used as the soil background
in the simulation to approximate real soil conditions as closely
as possible.

Table 1 presents the parameters of the soil modeled in this
study. Through calculations, the dielectric constant of the soil
model used in this study is between 2.5 and 3.5, which is con-
sistent with common dry soil with a dielectric constant between
2 and 6 at microwave frequency 500 MHz.

TABLE 1. Compositional parameters of the soil in the model.

component quantity
Gravel content 0.5
Clay content 0.5
Packing density 2 g/em®
Gravel density 2.66 g/em®
Volumetric water content  0.001-0.01

Figures 4(a)-(b) show the real soil profile and Pelinski’s
semi-empirical soil profile, respectively. In Fig. 4(a), we ob-
serve that the soil is composed of particles of various sizes.
This heterogeneous distribution results in a dielectric constant
that is nonuniform and randomly varying. In Fig. 4(b), the soil
is electromagnetically modeled using the values from Table 1,
aiming to replicate the real soil as closely as possible for the
underground soil.

(a) (b)

FIGURE 4. Soil profiles. (a) Real soil profile. (b) Pelinski’s semi-
empirical soil profile.
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2.5. EM Modeling of B-Scan Profile for Underground Pipelines

The electromagnetic modeling of underground pipelines em-
ploys gprMax to simulate B-scan underground pipelines and
obtain B-scan profiles of pipeline targets. These profiles are
then expanded using Python scripts to create an underground
pipeline dataset. The process is illustrated in Fig. 5.

A key aspect of this study is the use of gprMax for the mod-
eling and B-scan imaging of underground pipelines [30]. The
dataset uses gprMax software to simulate metallic and non-
metallic pipelines in subsurface soil through forward modeling
based on the FDTD method [31]. Table 2 shows the electrical
parameters of the medium.

TABLE 2. Electrical parameters of the pipeline in the model.

material peﬂ?&i\fi ty conductivity ~ permeability
Concrete 6 0.1 1
Iron 1 le7 150
PVC 3 le-14 1
Copper 1 5.8e7 1

The spatial extent of the simulation is 4.8 m x 3m, with a
grid size of 0.006 m x 0.006 m x 0.002m, a time window of
50ns, and an antenna spacing of 0.04 m. A Ricker wave with
an amplitude of 1 and a center frequency of 500 MHz is used as
the excitation source for the model simulation. This excitation
source is used to perform and generate a B-scan of the pipelines.

Figures 6(a)—(d) show the visualization of the model file us-
ing Paraview software [32]. The blue dots represent the simu-
lated pipeline models, and the outermost purple layer indicates
the absorbing boundary condition. PML absorbing boundary
condition is used to simulate electromagnetic wave propaga-
tion in an infinite space. This boundary condition minimizes
the effect of the boundary reflections on the simulation results.

Figures 7(a)—(d) show the echoes obtained from B-scanning
of the pipe models in Figs. 6(a)—(d) using gprMax. The origi-
nal B-scan plots include direct and pipe echoes. Figs. 8(a)—(d)
show the B-scan hyperbolic echoes after processing the pipe
models in Figs. 7(a)—(d) using the average method. Compar-
ing Figs. 8(a)—(d), it can be seen that the echo signal from the
metal pipeline is stronger, and the echo signal of the non-metal
pipeline is weaker. This difference is due primarily to differ-
ences in electromagnetic characteristics. Metal pipelines have
strong electromagnetic reflection signals, making their echo
signals more prominent in B-scan images. In contrast, non-
metal pipelines have weaker electromagnetic reflections, lead-
ing to less distinct echo signals, which increases the difficulty
of detection.

2.6. Preprocessing of B-Scan Profiles

In GPR, the receiving antenna initially captures the direct wave
signal, whereas the return signal from the underground pipeline
is attenuated due to electromagnetic wave propagation in the
soil. Consequently, the direct wave signal is more prominent
in the B-scan diagram, while the return signal from the under-
ground pipelines is less pronounced. To obtain high-quality hy-
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FIGURE 5. Flowchart for creating an underground pipeline dataset.
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FIGURE 6. Visualization of the pipeline models. (a) Concrete pipeline model. (b) Copper pipeline model. (c) PVC pipeline model. (d) Iron pipeline
model.
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FIGURE 8. B-scan profiles of the pre-processed undergrand pipelines. (a) Concrete pipeline. (b) Copper pipeline. (¢) PVC pipeline. (d) Iron pipeline.

perbolic echoes, this study applied the average method to pro- The average method involves dividing the image data into
cess the difference between the target echo signal and the direct several n * n matrices and then averaging the pixels within
wave, and the target echoes were enhanced using the time gain each matrix template to replace the original pixel values. Upon
compensation function. detecting the target body with GPR, the acquired B-scan im-
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age comprises multiple A-scan measurements along a survey
line, assuming that there are [V channels. Each set of A-scans
contains numerous sample points, considering that there are M
sample points. Therefore, the B-scan data forms an M x N
matrix denoted as D;;. The average method involves averag-
ing each row of data within the matrix. Thereafter, the average
value of each row is subtracted from each row of data within
the matrix, thereby achieving a direct wave deal.

1 N
Sij = Dij — NzDij

Jj=1

(18)

The amplitude of electromagnetic waves tends to decay rapidly
during their propagation through the ground due to the pres-
ence of substances such as gravel in the simulated soil. This
results in that the target echo, after the removal of the direct
wave, cannot reach the required level. Therefore, the time gain
compensation function is used to amplify the target echo. The
time gain compensation is achieved through the time-varying
amplitude compensation method for the depth echo signal. It
is observed that the energy of general electromagnetic waves
changes by the law of exponential decay. Using exponential
gain can significantly reduce the interference caused by human
correction.
y=a*—0.5 (19)
In Eq. (19), = represents the sampling rate. In this study, the
base a is set to 3, and the maximum gain is limited to 800. The
exponential form of time gain is a nonlinear form of gain and
grows very fast. Therefore, the maximum gain must be limited
when time gain compensation is used to avoid infinite growth.
In Fig. 9, the targets of the four pipelines were placed in uni-
form and Pelinski’s semi-empirical soil, respectively. The B-
scans of the pipelines were forward simulated using gprMax.
Fig. 9(a) shows the B-scan profile under a uniform medium,
while Fig. 9(b) shows the B-scan profile under Pelinski’s semi-
empirical soil. From Fig. 9(a), it can be observed that the soil
background of the homogeneous medium is smoother. This
does not correspond to the random distribution of the medium
within the soil in real life. From Fig. 9(b), it can be observed
that the background of the semi-empirical soil is relatively com-
plex, which more closely resembles the complexity and diver-
sity of real soil and can more accurately reflect the electromag-
netic properties of the soil [33].

25 50

75 100 125 150 175 200

FIGURE 9. B-scan profiles of multi-pipelines. (a) Multiple pipelines
under uniform soil. (b) Multiple pipelines under Pelinski’s semi-
empirical soil.

105

3. DETECTION OF UNDERGROUND PIPELINES USING
YOLOV8 NETWORK

This study employs supervised learning with the YOLOVS net-
work to achieve intelligent detection and classification of un-
derground pipelines. The implementation process is illustrated
in Fig. 10. Fig. 10 depicts the flowchart of supervised learn-
ing of the pipeline dataset in the network. This comprises four
principal sections: data collection and construction, data anal-
ysis and preprocessing, model learning and optimization, and
model evaluation and application [34]. As shown in Fig. 10,
the primary objective of data collection and construction is the
characterization of the pipeline model. In this study, this pri-
marily entails the collection of data on underground pipelines
and the modeling of pipelines to create a dataset. In the data
analysis and preprocessing section, the primary mandate is to
manually label the B-scan profiles. In the data analysis and
preprocessing phase, the primary mandate is to manually label
the B-Scan profiles. In the stage of Model Learning and Opti-
mization, the YOLOVS model is employed to monitor feature
learning in the B-Scan profiles of pipeline targets. In the stage
of Model Evaluation and Application, the pipeline targets are
identified and classified using the optimal model from the stage
of Model Learning and Optimization.

3.1. Dataset Generation and Enhancement of B-Scan Profile for
Neural Network

Another crucial aspect of this study is the dataset creation. The
data enhancement technique employed in this study encom-
passes both offline and online enhancement techniques. The of-
fline enhancement technique involves implementing geometric
transformations on the original images. The online technique
involves applying geometric and color transformations to the
images using data enhancement techniques.

3.1.1. Dataset Generation of B-Scan Profile for Neural Network

The pipelines were first modeled using Python scripts, compris-
ing four materials at different depths, diameters, and locations.
Subsequently, all models were subjected to getting B-scans us-
ing gprMax, resulting in 2000 B-scan profiles of the four mate-
rials’ pipelines. After that, the dataset was expanded using en-
hanced technology, resulting in the generation of 8,000 sheets.
A total of 7,200 sheets (1,800 sheets for each of the four mate-
rials) were selected as the training dataset, while the remaining
800 sheets were designated as the testing dataset. The training
set is divided into 6,480 training sets and 720 validation sets
according to a 9 : 1 ratio. The B-scan profiles of the training
dataset are manually labeled, with the labels representing the
actual frame of the target.

Figure 11(a) shows a schematic diagram of labeling, and
Fig. 11(b) shows a schematic diagram of the distribution of the
number, location, and size of the labeled pipeline models la-
beled. From Fig. 11(b), it can be seen from the bar chart in the
upper left corner that the number of all four pipelines is greater
than 1,600, which is relatively close to each other. As demon-
strated by the box plot in the upper right corner, the labels of
all B-scan plots are relatively centralized. As illustrated by the
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FIGURE 10. Flowchart of supervised learning.

FIGURE 11. Dataset labeling. (a) B-scan labeling. (b) Dataset labeling
distribution.

scatter plot in the lower left corner, the center points are primar-
ily dispersed throughout the entire radar profiles. As shown by
the heat map in the lower right corner, the widths of the la-
bels are primarily distributed between 0.5 and 0.8. The heights
of the labels are predominantly concentrated between 0.2 and
0.35.

3.1.2. Dataset Enhancement of B-Scan Profile for Neural Network

To enhance the diversity of the training data, improve the
model’s generalization ability, and reinforce the model’s ro-
bustness, the B-scan plots are subjected to data enhancement
techniques. The enhancement techniques encompass geomet-
ric, color space, and hybrid transformations. In this study, we
primarily employ horizontal flip and translation in geometric
transformations and contrast enhancement in color space trans-
formations.

In Fig. 12, (a) shows an original B-scan profile; (b) shows the
B-scan profile after panning; (c) shows a B-scan profile after
flipping; and (d) shows a B-scan profile after contrast enhance-
ment. Fig. 12 demonstrates the B-scan profiles following data
augmentation. The purpose of data enhancement techniques is
to expose the model to a wide array of scenarios during training,
allowing it to learn generalized feature representations. This
process improves the model’s adaptability and generalization
to various situations. Increasing dataset size through data aug-
mentation techniques helps mitigate the issue of imbalanced
samples.
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3.2. YOLOv8 Network Structure

YOLOVS is an efficient target detection algorithm that holds a
significant position in the fields of deep learning and computer
vision. YOLOVS inherits the high-speed detection of its pre-
decessor and further optimizes the model’s accuracy and gen-
eralization abilities. By introducing a more advanced neural
network architecture, an improved loss function, and refined
feature extraction techniques, YOLOvVS can achieve fast and ac-
curate detection of targets across various scales and categories
while maintaining a high frame rate. Additionally, YOLOVS
has particularly enhanced its small target detection capabili-
ties, demonstrating excellent performance in multi-target track-
ing, real-time video analysis, and other application scenarios.
Through continuous research and optimization, YOLOvVS8 can
advance real-time target detection technology and provide ro-
bust technical support for intelligent video surveillance, un-
manned vehicles, robot vision, and other fields [35, 36].
YOLOvVS improves target detection accuracy by using
Darknet-53 as the backbone network (which has powerful
feature extraction capabilities), introducing the feature pyramid
networks (FPN) structure (which extracts semantic information
from feature maps at different scales), and employing bag-of-
freebies (BoF) and bag-of-specials (Bos) technologies. BoF
increases the diversity of training data through enhancement
and optimized strategies, improving robustness and general-
ization. BoS enhances the network’s attention mechanism and
feature expression through special operations like sharpness
aware minimization (SAM) and convolutional block attention
module (CBAM). The network structure is shown in Fig. 13.

3.3. Performance Index of YOLOvS

YOLOVS uses several performance metrics including classifi-
cation loss (VFL Loss), regression loss (CloU Loss), precision,
and recall. These metrics measure the generalization ability of
the algorithm and its capacity to adapt to new samples.

3.3.1. Confusion Matrix Index

Confusion matrix (as depicted in Table 3) is a widely used
tool for assessing the performance of classification models. It
provides a visual representation of the discrepancies between
actual and predicted values in the model’s classification re-
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FIGURE 12. B-scan profile of an underground pipe model using data enhancement techniques. (a) Original image. (b) Image after panning. (c)

Image after flipping. (d) Image after increasing contrast.
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FIGURE 13. YOLOvVS network structure.

sults. Confusion matrix encapsulates the predicted outcomes of
a classification problem. It categorizes the true positives, false
positives, true negatives, and false negatives for each class,
illustrating the specific areas where the classification model
makes errors. The matrix reveals if and where the model mis-
classifies instances across different classes.

In Table 3, TP (True Positive) indicates the number of sam-
ples correctly predicted to be stable. FN (False Negative) refers
to the number of samples that are actually stable but incorrectly
predicted as destabilized. FP (False Positive) represents the
number of samples that are actually destabilized but incorrectly
predicted as stable. TN (True Negative) indicates the number
of samples correctly predicted to be destabilized [37].

3.3.2. Recall Index

Recall, also referred to as the true positive rate, is an essential
metric in classification problems. As a significant performance

TABLE 3. Confusion matrix.

Prediction Outcome

P n
True False
p’ iy . P’
positive negative
Actual
value
, | False True N
™1 positive negative
P N

measure in machine learning and statistics, it quantifies the pro-
portion of actual positives correctly identified by the model rel-
ative to all actual positive samples. Recall values span from 0
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FIGURE 14. Schematic diagram of DFL.

to 1. A higher recall indicates that the model misses fewer pos-
itive samples [38]. Enhancing recall usually results in reduced
precision (i.e., the ratio of correctly predicted positive samples
to all predicted positive samples) because the model may in-
correctly classify more samples as positive rather than nega-
tive. Therefore, a balance must be struck between increasing
recall and maintaining precision in practice. The F1 score eval-
uates model performance through the harmonic mean of preci-
sion and recall [39]. Its value ranges from 0 to 1, with 1 de-
noting the ideal performance in both precision and recall and 0
indicating extremely poor performance.

.. TP
Precision = m (20)
TP
Recall = m (2 1)
2T P
Fy = 22
' 7 2TP+FN+FP 22)

Egs. (20) and (21) are precision and recall, respectively.
Eq. (22) is the formula for the F1 function.

3.3.3. Loss Function Index

The loss function is essential in machine learning as it quanti-
fies the difference between the predicted and actual values of a
model. During model training, the primary goal is to minimize
the loss value, as reducing the loss function generally correlates
with improved prediction accuracy. Different machine learning
tasks and model architectures may require different loss func-
tions.

YOLOVS introduces Distribution Focal Loss (DFL) in its
target detection framework. DFL aims to enhance the perfor-
mance of the target detection model in handling various scales
and imbalanced datasets. It is an optimization over the original
Varifocal Loss (VFL), a loss function that combines classifica-
tion and localization tasks to improve the model’s accuracy in
predicting target categories and bounding boxes.

—q(qlog(p)+(1—q)log(l —p)) ¢>0

VFL - 23
(pq) {—apﬂoga—p) =0 (23)
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where P is the label, and the positive samples g are the IoU of
bbox and gt.

The regression loss in YOLOVS combines complete inter-
section over union (CIoU) Loss and DFL. CloU Loss is an en-
hanced version of the Intersection over Union (IoU) loss func-
tion for bounding box regression in target detection. Compared
to the traditional IOU loss, CIOU Loss considers the bounding
box overlap area, centroid distance, and aspect ratio, enabling
the model to predict bounding boxes more accurately.

1
Loty =1—ToU + p%(b,b&) + av (24)

In Eq. (24), Intersection over Union (IoU) represents the ratio
of the overlap area between the predicted and actual frames to
the union area. b and bgt denote the centroids of the predicted
and ground truth rectangular frames; p denotes the Euclidean
distance between the centroids of the two rectangular frames; ¢
denotes the diagonal length of the smallest enclosing box cov-
ering the two rectangular frames; v measures the consistency
of the aspect ratios of the two rectangular frames; and « is the
weighting coefficient.

The purpose of DFL is to enable the network to quickly focus
on values close to the label, maximizing the probability density
at the label. The idea is to use the cross-entropy function to
optimize the probabilities of the two positions adjacent to the
label y. It focuses the network’s distribution on the label value.

DFL(S;, Sit1) = —((yi+1 —y)log(S:)
+(y — yi) log(Si+1)) (25)

where .S; is the sigmoid output of the network; y; and y;41 rep-
resent the order of intervals around the label; and y is the label
value.

By combining CIloU Loss and DFL (as shown in Fig. 14),
YOLOV8 can more efficiently handle classification and local-
ization tasks in target detection, particularly in multi-scale and
complex backgrounds. DFL helps the model better understand
and predict various targets by focusing on data distribution
characteristics, while CloU Loss ensures accurate spatial local-
ization. This combination of loss functions provides YOLOvVS8
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FIGURE 16. Loss function for YOLOVS training.

with high efficiency and accuracy in addressing complex target
detection tasks.

In Fig. 14, y is the distance from the center to an edge divided
by the current sampling multiplier. This loss of position around
the learned labels can enhance the generalization of the model
for occluded and moving objects.

4. RESULTS AND ANALYSIS

4.1. F1 Curve and Recall Curve

Figure 15(a) presents the F1 curve after training the four
pipeline models with YOLOVS, while Fig. 15(b) presents the
recall curve after training the same models using YOLOVS.
As shown in Fig. 15(a), the F1 scores for each type of pipe
decrease rapidly from 1 as the confidence threshold increases.
At a confidence threshold of around 0.8, the F1 scores for
all categories reach 1, indicating accurate predictions for all
categories. As shown in Fig. 15(b), the recall for all types of
pipes decreases rapidly as the confidence threshold increases.
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At a confidence threshold close to 0, the recall is 1, meaning
that the model does not miss any positive samples. As the
confidence threshold increases, the model begins to miss more
samples, and recall decreases. The analysis of Fig. 15(b) shows
that when the confidence threshold is low, both recall and F1
scores are very high, indicating that the model can detect all
pipelines accurately. As the confidence threshold increases,
the model begins to miss some pipelines (recall decreases).
However, with a higher threshold, the model’s predictions
are more likely to be correct (i.e., fewer false positives), as
evidenced by the initially smooth part of the F1 score curve.
At a confidence level of 0.8, the model achieves the optimal
balance of detecting all pipeline classes without errors or
false positives. Therefore, 0.8 can be chosen as the preferred
operating point.

4.2. Loss Functions

In Fig. 16, the results of loss function include Box Loss, Classi-
fication Loss, Directional Feature Loss, Precision and Recall,
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FIGURE 17. Schematic diagram of the confusion matrix. (a) Confusion matrix. (b) Normalized confusion matrix.

and mAP50. An analysis of Fig. 16 reveals the following in-
sights,

* Box Loss: There is a significant decrease in the loss
value over time in both the training and validation phases,
indicating improved model performance in locating the
bounding box of underground pipelines.

* Classification Loss: A decreasing trend is observed in
both training and validation phases, suggesting increased
accuracy in distinguishing between different types of un-
derground pipelines.

* Directional Feature Loss: Decreases in training and val-
idation losses indicate improvements in capturing specific
features related to pipeline directional dependence.

* Precision and Recall: High values indicate that the model
is accurate and not prone to false positives in identifying
underground pipelines.

* mAP50 and mAP50-95: These metrics show good over-
all model performance across multiple Intersection over
Union (IoU) thresholds.

Combining Fig. 16 with the analysis of the underground
pipeline dataset, it is evident that the training and validation per-
formance of the YOLOvV8 model on the underground pipeline
detection task is steadily improving. Loss values are decreas-
ing, and precision and recall remain high and mean Average
Precision (mAP) values increase as training progresses. These
metrics indicate that the model excels in learning to accurately
detect and classify underground pipelines. In the application of
underground pipeline detection, the YOLOvV8 model can pro-
vide high-confidence detection results, helping to reduce engi-
neering risks and maintenance costs.

4.3. Confusion Matrix

Figure 17(a) shows the predicted results of the YOLOVS classi-
fication model for four pipeline models and backgrounds, com-
pared with the true labels. Fig. 17(b) shows the performance
of the YOLOVS classification model in testing four pipeline
models and the background. As observed in Fig. 17(a), the
numbers on the diagonal represent the number of correct pre-
dictions, i.e., the number of samples where the true category
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matches the predicted category. In this confusion matrix, iron
pipes are correctly predicted 169 times, copper pipes 187 times,
PVC pipes 161 times, and concrete pipes 201 times. The num-
bers on the non-diagonal lines represent the number of false
predictions. As shown in Fig. 17(a), copper pipes were incor-
rectly predicted as iron pipes 0 times, PVC pipes 0 times, and
concrete pipes 2 times. The model performed well in predict-
ing the backgrounds, correctly identifying background samples
and misclassifying only one pipe-copper as background. Ac-
cording to the color shade of the confusion matrix (which usu-
ally represents the magnitude of the numbers), most predictions
are concentrated on the diagonal, indicating high overall model
accuracy. As shown in Fig. 17(b), the YOLOv8 model ex-
hibits good classification accuracy for iron, copper, PVC, and
concrete pipelines. This indicates that the YOLOv8 model ac-
curately detects these pipeline categories with only two mis-
classifications. It also shows high accuracy for backgrounds,
meaning that backgrounds are correctly classified, and only
one background is misidentified as pipelines. There is no in-
dication of cross-misclassification. Normally, cells on the non-
diagonal lines would show cases where the model misclassified
one class as another. The combination of the confusion matrix
and the normalized confusion matrix shows that YOLOVS per-
forms well in pipeline classification.

4.4. Predicted Results and Discussion

Figures 18(a)—(d) demonstrate the detection, recognition and
classification of the test set in the dataset using the trained
YOLOvVS8 model. The confidence score, indicating the certainty
level of YOLOVS8’s recognition results, is also provided [40—
42]. In Fig. 18(a), the label “pipe — concrete 0.88” indicates
that the B-scan profile in this image is a concrete pipe with
a 0.88 confidence level. In Fig. 18(b), the label “pipe — pvc
0.87” indicates that the B-scan profile in this image is a PVC
pipe with 0.87 confidence. In Fig. 18(c), the label “pipe —
copper 0.87” indicates that the B-scan profile in this image is
a copper pipe with 0.87 confidence. In Fig. 18(d), the label
“pipe — iron 0.89” indicates that the B-scan profile in this im-
age is an iron pipe with a 0.89 confidence level. Comparing
the confidence levels of the four pipeline predictions suggests
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FIGURE 18. Predicted results of underground pipelines using YOLOVS. (a) Concrete pipeline. (b) PVC pipelines. (c) Copper pipelines. (d) Iron
pipelines.
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FIGURE 19. Detection and classification of multi-Pipelines. (a) Two pipelines of non-metallic. (b) Two pipelines of metallic. (c) Three pipelines of
different materials. (d) Four pipelines of different materials.

that the identification of metallic pipelines consistently exhibits and classification of multiple pipelines, further validating the
high confidence levels. In contrast, the identification of non- feasibility of the method presented in this study.

metallic pipelines shows comparatively lower confidence lev-

els. This disparity is attributed to the distinct physical scat- 4.5. Detection Performance Parameters and Discussion

tering properties of the materials. Metallic pipelines produce
clearer and more distinct signals due to their superior conduc-
tivity and reflective properties, thereby enhancing the accu-
racy and reliability of their detection. In contrast, non-metallic
pipelines display more varied and less pronounced scattering
properties, leading to lower confidence levels in their identi-
fication. Analyzing Figs. 18(a)—(d) and their corresponding
confidence scores demonstrate the capability of the YOLOVS
neural network model in detecting and classifying different
pipeline types. By examining the echo features in the radar im-
ages, the YOLOv8 model can accurately determine the material
type of the pipelines, offering valuable information for practi-
cal applications like urban planning, building construction, and
maintenance work.

Table 4 presents the resulting parameters for different types of
pipes. It includes four performance indexes, Precision, Re-
call, mAP50, and mAP50-95, as well as the average values
of these parameters. Analysis of the parameters indicates that
YOLOVS achieves high accuracy in detecting and classifying
underground pipelines. Comparing the results, PVC pipelines
show the best overall performance, while concrete pipelines
have slightly lower accuracy. Combined with the prediction
results in Section 4.4, the detection and classification of pipes
using YOLOVS meet the expected requirements.

TABLE 4. Performance index of validation dataset for different pipes.

Figure 19 shows the detection and classification of class P R mAPS0 _mAP30-mAP95
multi-pipelines. Based on observations from Fig. 19(a) and all 0.998 0.999  0.995 0.832
Fig. 19(b), YOLOv8 demonstrates higher confidence in detect- pipe-concrete  0.993 1 0.995 0.84
ing and classifying both non-metallic and metallic pipelines pipe-copper 1 0.995  0.995 0.849
in double-pipeline scenarios. Observations from Fig. 19(c) pipe-iron 0.998 1 0.995 0.836
show that in triple-pipeline scenarios with metallic pipelines, pipe-pve 1 1 0.995 0.805

YOLOVS exhibits higher confidence for metallic pipelines and
lower confidence for non-metallic pipelines. This discrepancy L . .
is attributed to the interference caused by reflections from However, lt,1§ Important to unde.rhne t.hat the available
metallic pipelines affecting the detection of non-metallic d.atasets for training neural networks including mpgsured and
pipelines. As indicated by Fig. 19(d), YOLOVS continues '51mu1ated' GPR datg cou%d be affected by uncertainties and/or
to perform well in four-pipe configurations for the detection inaccuracies, negatively 1pﬂ}1en01ng the performan.ce of neural
and classification of underground pipelines. The model’s networks. These uncertainties can arise from various factors,

generalization ability is demonstrated through the detection including the variability 9f fgm‘md ?ondltlonsf t_he accuracy of
manual labels, and the limited variety of training data. For-
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tunately, fuzzy logic may be an effective way to improve the
ability to correctly classify the analyzed data, offering greater
robustness and reliability in the interpretation of the results [14].

5. CONCLUSION

In this paper, the B-scan hyperbolic signatures of underground
pipelines are simulated and analyzed by using open-source
gprMax. Four types of underground pipelines are taken into ac-
count, i.e., iron pipelines, concrete pipelines, copper pipelines,
and PVC pipelines. Based on electromagnetic modeling and the
average method of B-scan profile for underground pipelines,
the dataset of B-scan profile generated by gprMax is utilized
for training the YOLOvVS8 model, and the dataset is labeled using
Labelimage for the training set and validation set. To improve
the quality and quantity of the dataset, the dataset of the un-
derground pipeline is expanded by using both offline methods
(python scripts) and online methods (data enhancement tech-
niques). The trained YOLOvV8 model is able to detect and clas-
sify underground pipelines with high accuracy, and the cate-
gory and material of underground pipelines can be determined
with a high confidence level. The performance of YOLOVS for
the detection of underground pipelines is validated in terms of
confusion matrix, normalized confusion matrix, loss function,
F1 function, and recall. The simulations indicate that single or
multiple underground pipelines can be efficiently detected and
classified by utilizing YOLOv8 with good confidence. The de-
tection time of a single B-scan image for underground pipelines
is about 0.02's, and the average detection accuracy can reach
0.995, which can meet the needs of real-time radar in prac-
tical engineering projects. This work is potentially valuable
for the detection and classification of underground pipelines in
GPR applications. It not only improves the efficiency of under-
ground pipe detection but also reduces the dependence on the
operator’s skills and time consumption, which brings signifi-
cant advantages in practical engineering applications. In future
work, fuzzy logic will be integrated into our method to enhance
uncertainty modeling, improve label accuracy, and enhance the
robustness of our deep learning models, particularly in the con-
text of underground pipe detection and classification for both
measured and simulated GPR data.
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