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ABSTRACT: Deep learning network has the advantages of strong learning ability, strong adaptability, and good portability. Therefore,
synthetic aperture radar (SAR) automatic target recognition (ATR) based on deep network is widely used in both military and civilian
fields. However, due to the imaging conditions, radar angle, imaging distance, and other reasons, it is difficult to obtain efficient and
usable SAR image datasets. SAR images’ recognition under small sample conditions is still a challenging problem. In this paper, a SAR
target recognition method based on multi-view differential feature fusion network is proposed to address this problem. Considering the
correspondence between RCS and target features, the network extracts dissimilarities between features from SAR images of different
angles of the same target and fuses them with the original features of one angle to form new features, which enriches the available
training data. Experimental results on the Moving and Stationary Target Acquisition and Recognition (MSTAR) public dataset show
that the proposed method has a higher target recognition rate than other deep network methods, as well as single angle input recognition
methods.

1. INTRODUCTION

Synthetic aperture radar (SAR) imaging has highmilitary and
civilian values due to its all-weather, all-day, electromag-

netic wave penetration, and light-independent characteristics.
Target recognition technology based on SAR images is widely
used inmilitary operations, meteorological monitoring, geolog-
ical exploration, urban management, and other fields [1, 2].
The current SAR automatic target recognition (ATR) is

mainly divided into three methods: template-based, model-
based, and deep learning-based ones. The template-based
recognition method [3] is simpler, but requires the collection
of a large number of measured samples, which is difficult to
achieve. The model-based recognition method [4] does not
need to collect a large number of measured samples, but the
method is computationally intensive and difficult to meet real-
time requirements. Compared with the first two methods, deep
learning-based recognition algorithms can automatically learn
features and achieve end-to-end training. Both recognition
accuracy and real time performance are better than traditional
methods. Therefore, recognition algorithms based on deep
learning have become the current mainstream [5]. However,
the acquisition of large scale SAR images requires huge
financial and material resources, so SAR target recognition
based on deep learning often faces small sample problem [6].
Therefore, it is of great theoretical and practical value to study
how to achieve better SAR recognition under small sample
conditions. At present, convolutional neural network [7], deep
confidence network, recurrent neural network, etc. [8, 9] are
applied in SAR target recognition, but there are still many
problems; especially when the number of samples is scarce, the
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recognition performance of the algorithm needs to be further
improved [10].
In recent years, a number of innovative approaches have been

proposed with the aim of addressing the issue of insufficient
training images in SAR target recognition. Chen et al. [11] aug-
mented the training dataset by randomly cropping and flipping
the images in the dataset, which enhanced the accuracy of SAR
recognition to a certain extent. However, the data augmenta-
tion had limited effect when the samples were very small, and
it did not fundamentally increase the features learned by the net-
work. Consequently, this did not result in a significant increase
in recognition accuracy, but it did lead to an increase in training
time [12]. Bao et al. [13] proposed a Spectral Normalization-
Generative Adversarial Network (SN-GAN)-based SAR image
simulation method to generate SAR images with high similar-
ity to real SAR images. However, the SN-GAN algorithm is
unable to guarantee the quality of the generated images when
the number of original SAR images is small, which may de-
grade the recognition accuracy of SAR. While all of the afore-
mentioned methods improve the network’s recognition ability
of SAR images in the case of small samples to a certain extent,
the performance improvement of the above methods is limited
when the original samples are extremely scarce [14, 15]. In par-
ticular, the majority of current algorithms are single-input SAR
target recognition networks. However, due to the unique imag-
ingmechanism of SAR, the features of SAR images from differ-
ent angles are markedly distinct. A single-input network is un-
able to leverage the feature information embedded in different
angles, which results in suboptimal network recognition per-
formance when the samples are limited. In recent years, some
scholars have proposed that different angles of SAR images
contain rich information. If these features’ information can be
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FIGURE 1. Basic architecture of the proposed Multi-view Differential Feature Fusion Network (MDFFN).

effectively extracted and utilised, it will lead to an improvement
in the recognition performance. Pei et al. [16] proposed a Deep
Convolutional Neural Network (DCNN) algorithm, which ex-
tracts the features of different angles by fusing the features of
SAR images of different angles layer by layer. This process
generates more training samples by changing the combinations
of different angles of SAR images of the same target [17, 18].
The DCNN network exhibits an improvement in recognition
performance under conditions of limited sample size. How-
ever, the features extracted from the training data generated by
changed combinations contain a significant amount of redun-
dancy, which can lead to model overfitting [19] and a subse-
quent decline in the algorithm’s recognition performance.
Exploring the mapping relationship between target radar

cross section (RCS) and SAR image features under multi-view
conditions can help to enhance the richness of network feature
extraction and improve the network’s recognition accuracy of
SAR targets. The variation of RCS at different angles of the tar-
get is one of the important reasons for the large differences in
the SAR images of the same target [20]. This difference in turn
leads to the network extracting different features of the same
target, making the intra-class distance larger. Changes in target
RCS cause changes in the features of the images extracted by
the network, and accordingly, the differences in the features of
different SAR images can be mapped to some extent to the dif-
ferences in RCS. Therefore, if the differential features extracted
by the network from different angles are fused with the origi-
nal SAR image features, the new features obtained can map the
image features corresponding to the unknown RCS to a certain
extent. Therefore, the feature fusion method based on the RCS
variation of multi-view target is expected to provide a new re-
search idea for the SAR target recognition method under small
sample conditions.

Based on the above analysis, this paper proposes a SAR tar-
get recognition method based on a multi-view differential fea-
ture fusion recognition network for the problem of SAR target
recognition under small sample conditions. The method firstly
extracts the original features from different angles of the same
target, then extracts the difference between features by feature
subtraction, produces richer and finer new features by feature
fusion, and finally, achieves accurate recognition of SAR tar-
gets under small sample conditions based on the fused features.
The main contribution and innovation of this paper is as fol-
lows.
(1) A multi-view differential feature fusion recognition net-

work is proposed, which improves SAR target recognition ac-
curacy under small sample conditions by differential features
fusion.
(2) Constructing differential features based on target’s RCS

changes under multiple angles improves the fit of the recog-
nition network to the measured data. The proposed method
achieves better recognition results on both Standard Operat-
ing Condition (SOC) and ExtendedOperating Condition (EOC)
datasets constructed based on theMoving and Stationary Target
Acquisition and Recognition (MSTAR) public dataset.
(3) The proposed network has only 5 layers of convolution

and does not require preprocessing of SAR images, which re-
duces the amount of computation and realizes a lightweight net-
work.
The following outlines the structure of this paper. Section 2

provides a detailed description of the network structure of the
Multi-view Differential Feature Fusion Network. Section 3
presents and analyzes the experimental results, confirming the
superiority of our network. Finally, Section 4 concludes the
paper.
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FIGURE 2. The detailed network structure and convolution parameters.

2. PROPOSED MULTI-VIEW DIFFERENTIAL FEATURE
FUSION NETWORK
The basic structure of the network is shown in Fig. 1. The pro-
posed method has a dual-input parallel topology, where the in-
puts are two SAR images of the same target with different an-
gles, Input-view 1 and Input-view 2, respectively. In the fea-
ture extraction stage, two input features are extracted simulta-
neously, namely view 1 feature and view 2 feature, and then
the feature differences between the two angles are extracted in
depth. Finally, the calculated feature differences and Input-
view 2 are fused to obtain a new feature. The new features
obtained in this way are able to map the image features cor-

responding to the unknown RCS to some extent, which in re-
turn increases the features learned by the network. Since differ-
ent combinations of inputs extract different features, repeated
combinations of a small amount of data can generate a large
amount of usable training data, thus greatly enriching the fea-
tures learned by the network. At the same time, the parame-
ters of the two input branches of Input-view 1 and Input-view 2
are shared, and the overall network has only five layers of con-
volution, which greatly reduces the network’s complexity and
improves the overall training speed.
The detailed structure of the network is shown in Fig. 2. Ac-

cording to the parameters in Fig. 2, it can be seen that in the
feature extraction stage, the first three layers of convolution pa-
rameters for parallel input are entirely consistent. Therefore, to
reduce the complexity of the network, we adopt the strategy of
shared convolution. Extract differential features after the third
layer convolution and fuse them with Input-view 2.

2.1. Differential Feature Fusion Based on Multi-Angle RCS
From the analyses in Section 2, it can be seen that changes in the
RCS of different angles of the same target can cause changes in
the target features extracted by the network, and accordingly,
the differences in the SAR image features of different angles
of the same target can reflect the differences in the target RCS
to some extent. The mapping relationship between RCS and
image features is shown in Fig. 3 Input-view 1 and Input-view
2 represent the corresponding SAR images when RCS is a and
b, respectively. The new features obtained by extracting the
multi-view differential features of the two and fusing themwith
Input-view 2 can map the SAR image features extracted by the
network when RCS equals c to a certain extent. Therefore,
the permutation of different SAR images can generate a large
number of new features for network training and increase the
amount of information learned by the network.

FIGURE 3. Relationship between RCS and features.
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FIGURE 4. Example for data amplification.

FIGURE 5. Structure of the label file.

2.2. Data Augmentation Based on Feature Fusion

As shown in Fig. 4, because the network is a two-input par-
allel structure for Input-view 1 and Input-view 2, respectively,
the multi-view differential features extracted from both of them
are fused with the original features extracted from Input-view
2 to get the new features, so even if the same two images cor-
respond to different input ports, the final extracted features are
not the same. Thus, a large amount of usable training data can
be generated by repetitive combination of data. The permuta-
tions of the data are made between the same categories, and
each image can be combined with all the remaining images of
that category.

d = mn(n− 1) (1)
Here d denotes the number of all available training data,m the
dataset category, and n the amount of data in each category.
From Equation (1), it can be seen that a large amount of us-

able training data can be generated by permutations even in the
case of very few samples. These permutations can generate a
large number of new features for network training, increase the
amount of information learned by the network, and improve the
model performance.
For the convenience of network training, we achieve the gen-

eration of training data by means of the permutations of labels.

Our label data is the saving path of each SAR image. With
the network training, it inputs the images into the network by
accessing the path of each image. By this way, we can easily
produce labels, and at the same time generate a large amount of
usable training data through the permutations of labels. Fig. 5
shows the structure of the label file, in which each column rep-
resents a different input port, and each row represents an input
combination. In the red box, the same two images are input
into different ports and end up with different features after fu-
sion. Similarly, the blue box is the same SAR image combined
with a different SAR image to get a new input pair, and the fi-
nal extracted features are still different. Thus, by the repetitive
combinations of labels, the training data is generated. Theo-
retically, the number of combinations that can be generated for
each category is n(n − 1). Considering that too many repet-
itive combinations may cause feature redundancy, and for the
convenience of label production, we extract the save paths of
the SAR images for each category by random traversal with a
python program and set the traversal parameter to control the
number of generated labels, instead of using all the combina-
tions of training data for training the network. Additionally,
when the network extracts labels, it uses the combinations of
SAR images of non-adjacent angles, which increases the dis-
similarities between features and effectively prevents overfit-
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FIGURE 6. Comparison of SAR images with optical images for ten targets in the MSTAR dataset.

ting.
P = αnm, α ≤ n− 1 (2)

Here P denotes the number of training data generated; n de-
notes the number of SAR images per category; and m denotes
that there are a total of m categories in the dataset. Since
the theoretical amount of data available for each category is
n(n− 1), the stochastic parameters should satisfy α ≤ n− 1.

2.3. MDFFN for SAR ATR

As mentioned before, we approximate the mapping of SAR im-
age features under unknown RCS by extracting and fusing the
different features of different angles, which is implemented as
follows.
Considering the mutual mapping relationship between RCS

and features, we design a way to extract feature differences by
subtracting features. This method obtains the most original fea-
ture differences without preprocessing the image, which can
maximally avoid the damage by preprocessing operations [21].

f l
d = f l

1 − f l
2 (3)

Here f l
d denotes the multi-view differential features of Input-

view 1 and Input-view 2 SAR images after the 3rd layer of con-
volution. f l

1 and f l
2 denote the original features extracted from

Input-view 1 and Input-view 2 SAR images at the 3rd layer of
convolution.
Multi-view differential features can represent the feature dif-

ferences between different angles, and then map the differences
between two angles’ RCS. In order to obtain the complete fea-
tures of unknown angles, we need to fuse the multi-view dif-
ferential features with the extracted original features.
We use feature splicing to fuse the multi-view differential

features with the original features of the SAR image. This ap-
proach can retain both the original SAR image features and
multi-view differential features, and increase the amount of in-
formation learned by the network. The generated new features
can map the image features under unknown RCS to some ex-
tent.

fh = concat(f l
2, f

l
d) (4)

Here, concat represents the feature splicing. fh represents the
spliced features. The new features contain both original fea-
tures’ information and multi-view different features’ informa-
tion. The number of new features generated by combinations
of data far exceeds the number of features extracted from the

original data. It increases the amount of information learnt by
the network.
So far, the proposed multi-view differential feature fusion

network has been constructed. Only the SAR images of the
same target with different angles are input into the network,
and then the differential features are extracted and fused, so
that the expansion of the training samples can be realized, and
the recognition accuracy of SAR under the condition of small
samples can be improved.

3. EXPERIMENTAL RESULTS AND COMPARATIVE
ANALYSIS
In this section, network performance is evaluated by construct-
ing a multi-view differential feature fusion network on a mea-
sured dataset of SOC and EOC conditions.

3.1. Dataset

In this paper, a Moving and Stationary Target Acquisition and
Recognition (MSTAR) dataset is selected for the experiments,
which is produced by Sandia National Laboratories, USA, and
has been widely used in the field of SAR ground target iden-
tification. It consists of a series of 0.3m × 0.3m resolu-
tion SAR images acquired by an X-band spotlight SAR sen-
sor. These images contain different types of vehicle targets
and clutter. We used ten types of targets in our experiments
to evaluate the network performance, including T62 tanks,
T72 tanks, 2S1 self-propelled howitzers, ZIL131 cargo trucks,
BTR70 armoured transporters, BTR_60 armoured transporters,
BRDM_2 armoured reconnaissance vehicles, BMP2 infantry
fighting vehicles, ZSU_23_4 self-propelled anti-aircraft ar-
tillery pieces and D7 bulldozers. Fig. 6 shows the SAR im-
ages as well as the optical images for the ten types of targets
included. From the MSTAR dataset, Standard Operating Con-
ditions (SOCs) and Extended Operating Conditions (EOCs)
datasets can be constructed. We evaluated the network perfor-
mance under both conditions. The detailed distribution of data
under SOC working conditions in the MSTAR dataset is shown
in Table 1.
The proposed method was tested and evaluated on a GPU

cluster with an Intel1Xeon1 CPU E5-2698 v4 (2.20GHz) and
one Tesla V100 with a height of 16GB of memory. The method
was implemented using the open-source PyCharm framework,
and only one Tesla V100 was used.
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TABLE 1. Detailed distribution of MSTAR Dataset at different pitch angles.

target type BMP2 BRDM_2 BTR_60 BTR70 D7 2S1 T62 T72 ZIL131 ZSU_23_4
Training (17◦) 233 298 256 233 299 299 299 232 299 299
Testing (15◦) 195 274 195 196 274 274 273 196 277 274

TABLE 2. Results (%) between the proposed algorithm and other current algorithms.

Algorithms Raw Number
20 30 40 60 100 220 all

VGGNet [22] − − − − − − 93.22
MGAN-CNN [23] 85.23 − 90.82 − − − 97.81

DCNN [16] 86.08 90.67 − 94.60 98.07 − 99.07
NLCA-Net [24] − − − − − − 99.72

Ours 94.87 96.33 97.07 98.53 99.33 99.54 −

3.2. Experimental Results andComparativeAnalysis Under SOC

In this section, we conduct experiments on the recognition per-
formance of ten types of targets in MSTAR data under SOC.
The experimental procedure uses SAR images with a pitch

angle of 17◦ as the training set and SAR images with a pitch
angle of 15◦ as the test set. In the comparative experiment, we
randomly selected different numbers (20, 30, 40, 60, 100, 200)
of raw samples from each category in the MSTAR dataset for
training. To further demonstrate the superiority of the proposed
method, we used all data to participate in training in the com-
parative algorithm. The detailed data volume of all categories
in the MSTAR dataset is shown in Table 1. We choose dif-
ferent algorithms for comparative experiments. These methods
include: traditional single-input network, 2-view deep convolu-
tional neural network (2V-DCNN), 3-view convolutional neu-
ral network (3VDCNN), Multi-grained Attention Network —
convolutional neural network (MGAN-CNN) [23], non-local
context attention network (NLCA-Net) [24], and other related
algorithms.
As shown in Table 2, the experimental results between the

proposed algorithm and other current algorithms with differ-
ent amounts of raw data are demonstrated. “Raw Number”
is the number of randomly selected samples from the origi-
nal MSTAR dataset. “Training Number” is the number of la-
belled samples which is generated by the algorithm provided by
the network that can be used for training by randomly arrang-
ing and permuting the original samples. As shown in Fig. 4,
the different arrangement orders of SAR images a input to the
network lead to different label samples generated. According
to the experimental results, it is obvious that the proposed al-
gorithm is effective when the samples are small. Especially
when there are 20 original data per category, the recognition
rate reaches 94.87%, while the best result of the comparison
algorithm is only 86.08%. When the number of samples grad-
ually increases, the recognition effect of the proposed method
still has a clear advantage. The recognition rate reaches 99.33%
with 100 pieces of raw data per category, which exceeds most
of the recognition results obtained by training with all the data.
Meanwhile, when the number of samples is sufficient, such

as 220 samples in each class, the proposed method still has
good recognition effect, and the recognition accuracy reaches
99.54%.
Table 3 shows the results of the comparison experiments be-

tween the traditional single-input network and the multi-view
differential feature fusion network based on the same number
of convolutional layers with different training samples. The
proposed network uses only 5 layers of convolution. The net-
work increases the amount of learnt information through new
features which are extracted bymulti-view differential features’
extraction and original features’ fusion. Efficient recognition
performance is achieved under small sample conditions. The
advantages over single input and traditional multi-view fusion
recognition algorithms are very obvious in each training condi-
tion. At 20 training samples per class, the recognition rate of
the proposedmethod is 94.87%, while the DCNN algorithm can
theoretically improve the recognition performance by increas-
ing the number of parallel inputs, but at this time, the recogni-
tion performance of the 3V-DCNN is instead smaller than that
of the 2V-DCNN. This is because when the amount of data is
very small, reusing data to directly carry out feature fusion will
produce a large amount of feature redundancy, leading to model
overfitting, causing the recognition performance degradation.
On the contrary, the proposed method can avoid feature re-

dundancy, because it extracts feature differences from different
angles, and the features extracted from different combinations
of data are very different. Moreover, the new features can re-
flect the image features corresponding to the unknown RCS to
a certain extent, which greatly enriches the amount of infor-
mation learned by the network. At 60 and 100 original sam-
ples per type, the recognition rate of the proposed method is
98.53% and 99.33%, which is improved by 3.66% and 4.46%,
respectively. The recognition performance improvement is es-
pecially obvious compared with the DCNN series algorithms.
This is because when there are more original training samples,
the proposed method is able to obtain more features by arrang-
ing and combining the data, so a small amount of original data
can significantly improve the recognition performance of the
proposedmethod. In particular, at 100 original images per type,
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TABLE 3. The results of the comparison experiments.

Raw Number Methods Recognition rate (%)

20

single input view network
2-VDCNN
3-VDCNN

Ours

80.08
86.08
84.14
94.87

60

single input view network
2-VDCNN
3-VDCNN

Ours

86.60
92.67
94.13
98.53

100

single input view network
2-VDCNN
3-VDCNN

Ours

88.91
96.50
97.00
99.33

TABLE 4. Recognition rate (%) for each target with different samples and different training numbers.

Raw Number Training number BMP2 BTR70 T72 2S1 BRDM_2 D7 BTR_60 T62 ZIL131 ZSU_23_4 Average

20

1000 72.82 86.13 67.18 79.59 54.74 77.74 73.99 85.20 99.27 99.64 80.08
2000 76.00 93.33 87.33 52.00 90.67 94.67 90.67 89.40 89.33 97.33 86.08
3000 92.00 88.67 69.33 67.33 94.00 89.33 92.00 65.56 88.67 94.67 84.14
4000 82.67 89.33 100 98 99.33 98 98 87.42 99.33 96.67 94.87

60

8000 78.46 95.62 83.59 92.86 78.83 62.77 81.32 96.94 97.45 99.64 86.60
16000 97.33 92.00 84.00 83.33 100 98.00 95.33 80.13 96.67 100 92.67
25000 80.67 88.67 100 94.67 99.33 96.67 98.00 87.42 100 96.00 94.13
35000 93.33 94 100 99.33 100 99.33 99.33 100 100 100 98.53

100

20000 78.97 87.59 77.95 84.18 81.39 85.77 97.07 95.92 95.26 99.64 88.91
30000 89.99 94.99 100 94.99 94.99 94.99 100 94.99 100 100 96.50
50000 90.67 100 98.67 96.67 97.99 99.33 96.67 94.04 97.33 98.67 97.00
60000 95.33 99.33 100 99.33 100 100 100 99.34 100 100 99.33

the recognition rate is above 99% for all the remaining types,
except for BMP2, which has a recognition rate of 95.33%.
The experimental results of the t-distributed stochastic neigh-

bor embedding (t-SNE) [25] visualisation with 20 SAR images
for each category of original samples are shown in Fig. 7, where
Fig. 7(a), Fig. 7(b), Fig. 7(c) denote the visualisation results
of the three methods: single-input, 2V-DCNN and 3V-DCNN,
and Fig. 7(d) denotes the visualisation result of the proposed
method. According to the clustering results, it is obvious that
the proposedmethod clusters better. Fig. 8 illustrates the confu-
sion matrix of the experimental results of the proposed method
for different numbers of original samples.
To show the effectiveness of the proposed method even fur-

ther, different numbers of training sets as shown in Table 4 are
generated by us to train the model. We generated four types
of training sets to train the model in different original training
samples. It can be found that the recognition performance of
the model steadily improves with the increase of the number
of training sets. It proves that the new features extracted by
the proposed method can indeed represent the image features

under unknown RCS to a certain extent, enriching the amount
of information learnt by the network and improving the model
performance.

3.3. Experimental Results and Comparative Analysis Under EOC
In this section, we will discuss the experimental results of the
algorithm in more complex working conditions to verify the ro-
bustness of the proposedmethod. The EOCworking conditions
acquire more complex datasets, and the difference between the
data in the training set and validation set is much more obvious
than that of the SOC working conditions, which can well verify
the robustness of the algorithm. Specifically, it is divided into
three working conditions, EOC-1, EOC-2, and EOC-3. Its data
distribution is shown in Table 5.
For this experiment, we randomly selected 20 SAR images

from each class of the original data as a training set. A large
amount of training data is generated for network training by
the proposed method. The experimental results are shown in
Table 6. Compared with the experimental results of SOC, the
network recognition performance is degraded in EOC. On one
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(a) (b)

(c) (d)

FIGURE 7. Feature visualization of different configurations with 20 each class under MSTAR. (a) Single input view network, (b) 2-VDCNN, (c)
3-VDCNN, (d) Ours.

(a) (b) (c)

FIGURE 8. Confusion Matrix of network instance under SOC. (a) 20 samples(Recognition rate: 94.87%), (b) 60 samples (Recognition rate: 98.53%),
(c) 100 samples(Recognition rate: 99.33%.

hand, it is because the difference between the training set and
the validation set is much more obvious in EOC, which brings
some difficulties to the network recognition and affects the net-

work recognition performance to some extent. On the other
hand, due to the decrease in the number of classifications, the
number of training datasets generated by the proposed method
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TABLE 5. Training and testing datasets under EOCs.

Conditions Training Testing

EOC-D

Class Number Depression Angle Class Number Depression Angle
2S1

BRDM_2
T72

ZSU_23_4

299
298
232
299

17◦
2S1

BRDM_2
T72

ZSU_23_4

288
287
288
288

30◦

EOC-V

Class Number Depression Angle Class Number Depression Angle

BMP2
BRDM2
T72

BTR70

233
298
232
233

17◦

T72-SN812
T72-A04
T72-A05
T72-A07
T72-A10

BMP2-9566
BMP2-C21

426
573
573
573
567
428
429

17◦, 15◦

EOC-C

Class Number Depression Angle Class Number Depression Angle

BMP2
BRDM2
BTR70
T72

233
298
233
232

17◦

T72-S7
T72-A32
T72-A62
T72-A63
T72-A64

419
572
573
573
573

17◦, 15◦

TABLE 6. Recognition performance (%) under EOCs on MSTAR.

EOC-1 EOC-2 EOC-3

Class
Raw Number

20 60 100
Class

Raw Number
20 60 100

Class Raw Number
20 60 100

BRDM2-E71 99.33 100 100 BMP2sn-c21 85.33 87.67 96.67 T72sn-s7 97.00 98.67 99.33
2S1-b01 95.00 97.33 99.00 BMP2sn-9566 86.33 89.33 96.00 T72-A32 96.33 98.67 97.33
T72-132 86.67 93.00 96.33 T72sn-812 91.33 98.67 98.67 T72-A62 96.67 97.33 99.33

ZSU234-d08 91.33 96.67 93.33 T72-A04 90.33 96.67 95.33 T72-A63 94.67 96.33 97.67

Average 93.08 96.75 97.17 Average 88.33 93.09 96.67 T72-A64 91.67 94.33 94.67
Average 95.27 97.07 97.67

decreases, leading to a decrease in the features learnt by the
model, which further causes a decrease in the recognition per-
formance.
However, from the comparison of the experimental results,

the proposed method still performs satisfactorily under EOC.
The recognition rate reaches 93.08%, 88.33%, and 95.27% at
20 original images per class. When the amount of original data
increases, the recognition performance of the proposed method
improves significantly, reaching 97.17%, 96.67%, and 97.67%
at 100 images per class. It proves that the proposed method has
good robustness and generalization.

4. CONCLUSION
In this paper, a multi-view differential feature fusion network
based on convolutional neural network is designed for the prob-
lem of SAR image target recognition under small sample con-
ditions. By using the mapping relationship between SAR im-
age features and RCS, multi-view differential feature fusion is
realized, which increases a large amount of available training

data, avoids complex image preprocessing, reduces computa-
tional volume, and overcomes the serious defects of the tradi-
tional single-input SAR image recognition network under small
sample conditions. The experimental results on the SOC and
EOC datasets show that the proposed method has obvious ad-
vantages in recognition performance compared with the tradi-
tional single-inputmethod and other deep learning network-like
algorithms.
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