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ABSTRACT: Whale optimization algorithm (WOA) has been demonstrated to be a powerful strategy for various kinds of optimized
problems. However, the direct use of WOA to tackle the shaped pattern synthesis can not reach the satisfactory result. To overcome
this problem, a hybrid whale optimization algorithm (HWOA) is proposed in this paper, through integrating invasive weed optimization
(IWO) and hyper chaotic system into the standard WOA to improve the population diversity and convergence speed. To demonstrate
the performance of HWOA, various runs of tests are conducted for the most widely used benchmark functions. The statistical result
shows that the proposed HWOA can attain a superior performance, in comparison with other state-of-the-art algorithms. To investigate
the effectiveness and feasibility of the proposed HWOA in the linear array synthesis, the simulation experiments for synthesis of shaped,
reconfigurable and envelope pattern in the main and side lobe are done, and the corresponding numerical results are provided. In the
shaped beams synthesis, the specified peak side lobe level (PSLL) and maximal ripple are respectively−25 dB and 1 dB, and HWOA has
a PSLL improvement of 0.2 dB and a ripple improvement of 0.27 dB. For the reconfigurable beams synthesis, the technique specification
is the same as the shaped beams synthesis. The optimal PSLL reaches−25.57 dB, and the optimal ripple is 0.3873 dB. For the envelope
synthesis, the main lobe region of line envelop lies in θ ∈ [85◦, 95◦], and the side lobe levels are decreased from −30 dB to −40 dB
along a line. The maximal error of the optimal result is only 0.2 dB. In particular, a new form of fitness function to facilitate the envelope
synthesis is also presented.

1. INTRODUCTION

The aim of shaped beam, reconfigurable beam and envelop
synthesis are all to find the optimal amplitude and phase of

the element excitation, which enable the synthesized pattern to
approach the prescribed requirements as close as possible. The
solution to the shaped beam synthesis and the reconfigurable
beam synthesis includes the analytical methods [1–3] and nu-
merical techniques [4–8]. Generally speaking, the analytical
technique is only suitable for the specific problem. For the new
problem, the origin analytical technique cannot alwaysmeet the
requirement of practical problem, so that has to be redesigned.
To overcome it, the numerical technique is introduced.
As a numerical technique, the evolutionary algorithm (EA)

has been considered as an efficient candidate of solution to the
array synthesis. For instance, the genetic algorithm [9–12] and
simulated annealing [13–15] have been applied to synthesis of
the shaped beam and reconfigurable beam.
Phase shifter plays a key role in the 5G technique, so there are

many important studies based on phase shifter, such as [16, 17].
Since tuning the phase of excitation is easier than tuning the
amplitude of excitation by a phase shifter in the practical feed-
ing network, phase-only reconfigurable antenna array has been
widely discussed in the past decades. In the meantime, some
evolutionary algorithms have been applied to the synthesis
of phase-only reconfigurable beam, such as genetic algorithm
(GA) [18–20], particle swarm optimization (PSO) [20, 21], and
differential evolution (DE) [22, 23]. With the deepening of
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study, these EAs are also extended into synthesis of shaped
beam in the side lobe region [20, 24–26].
In the recent years, most studies focus on using EAs to syn-

thesize side lobe reduction and elements thinning for various
types of antenna array. These EAs involve PSO [27], artificial
bee colony algorithm [28], and WOA [29].
WOA algorithm, proposed by Mirjalili and Lewis in

2016 [30], is widely used to train the multi-layer perceptron of
the most popular neural network method [31]. For specific use,
many improved algorithms based on WOA were proposed,
such as an adaptive WOA [32] with faster convergence speed
and less parameter dependency, a new training algorithm [33],
and an enhanced WOA with the improvement of the solution
accuracy, reliability, and convergence speed [34]. To effec-
tively get rid of a local optimum and obtain the high precision
and quick convergence, Levy light trajectory was embedded
into the WOA for global optimization [35]. Meanwhile,
Levy light trajectory can also be used to solve feature selec-
tion [36], which is a major preprocessing step in eliminating
the redundant, irrelevant variables within a dataset.
In our prior works, we have applied WOA in the synthesis

of a nonuniform linear antenna array with a low PSLL [29], the
synthesis of PSLL, null, and capacity in the presence of scat-
ter WOA (used as an assistant) into salp swarm optimization
to develop a hybrid algorithm for the synthesis of a conformal
antenna array, which exhibits high convergence accuracy and
faster convergence speed. The WOA is also used to diagnose
the failures of antenna array [40] and comprehensively exam-
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ine the design of 16-element linear array antenna (LAA) and
time-modulated linear array (TMLA) [41].
For the synthesis of a concentric antenna array and an el-

liptical antenna array, an enhanced WOA algorithm hybridizes
the solution initialization and crossover method [42], and a hy-
brid algorithm, based on the WOA and salp swarm optimiza-
tion [43], is proposed, respectively.
Although much improvement has been made in WOA algo-

rithm, the synthesis of a shaped, reconfigurable, and envelope
beam by usingWOA remains few. There are two main reasons:

1. the multiple reconfigurable beam synthesis mainly con-
tains multiple constraints, which increase the difficulty of
optimization.

2. EAs are not good at tackling this kind of problem, which
is often solved by analytical method.

Additionally, WOA also has some evident disadvantages, such
as the unbalanced problem between the exploitation and explo-
ration, and falling into the local optima easily.
To overcome it, we propose a hybrid WOA algorithm inte-

grated with IWO and Chen chaotic attractor. To the best of our
knowledge, the research on hyper-chaotic system and evolu-
tionary algorithm fusion has not been reported so far.
The remainder of this paper is organized as follows. Sec-

tion 2 presents the layout of elements and formulation of pat-
tern. In Section 3, the fitness function is provided for the syn-
thesis of shaped, reconfigurable, and envelop pattern. Section 4
offers the description of related components of HWOA. Sec-
tion 5 provides architecture of the proposed HWOA and test
results for the test benchmark functions. Section 6 offers a va-
riety of simulation experiments and the corresponding results.
Section 7 provides a summary of the whole paper and the future
studies.

2. PROBLEM FORMULATION
Consider a linear array withN elements, which are arranged in
the right half of x-axis. The radiation pattern of the linear array
can be formulated as

f(θ) =

N∑
n=1

Ine
i[k(n−1)d cos θ+ϕn] (1)

where In means the nth element excitation amplitude; k =
2π/λ, λ stands for the wavelength; d is the inter-element spac-
ing; θ denotes the angle measured from the normal to the array;
ϕn means the phase of the nth element excitation.

3. DESIGN OF THE FITNESS FUNCTION

3.1. The Fitness on Shaped Pattern Synthesis
The angle range of pattern is represented as Θ, to facilitate de-
scription and divided into two parts: Θm and Θs, i.e., Θ =
Θm ∪ Θs. Here, subscripts m and s mean the main lobe and
side lobe region in the angle range of pattern.

In the region of main lobe, the synthesized pattern is denoted
as f(θ), and the error δm between the synthesized and desired
patterns can be designed as

δm(θ ∈ Θm) =


f(θ)− Bu(θ), f(θ) > Bu(θ)

f(θ)− Bd(θ), f(θ) < Bd(θ)

0, otherwise.
(2)

where Bu and Bd mean the upper and lower boundaries of
the desired pattern, respectively. To facilitate calculation dur-
ing optimization, the angle region θ should be sampled by
the given number Qm. The sampled θ can be expressed as
θi, i = 1, . . . , Qm. Then, Eq. (2) will be rewritten as

δ̆m =

(
Qm∑
i=1

δm(θi)
2/Qm

)1/2

=
∣∣∣Qm

1
2

∣∣∣ ∥δm∥ (3)

where ∥ · ∥ denotes the ℓ2-norm of a vector, and δm =
{δm(θi)|i = 1, . . . , Qm} is a vector.
In the region of side lobe, the error δs between the synthe-

sized and desired patterns can be expressed as

δs(θ ∈ Θs) =

{
f(θ)− PSLL, f(θ) > PSLL
0, otherwise.

(4)

where PSLL stands for the peak of side lobe level of synthesized
pattern. The angle region θ is sampled by the specified number
Qs. The sampled θ can be expressed as θj , j = 1, . . . , Qs.
Similar to Eq. (3), Eq. 4 can be converted as

δ̆s =

 Qs∑
j=1

δs(θj)
2/Qs

1/2

=
∣∣∣Qs

1
2

∣∣∣ ∥δs∥ (5)

where δs is a vector, δs = {δs(θi)|i = 1, . . . , Qs}.
In this synthesis problem, both constraints of main lobe and

side lobe region need to be considered during optimization.
Thereby the error δ̆m and δ̆s are aggregated into the fitness func-
tion. The fitness function can be formulated as

fitness = αδ̆m + βδ̆s (6)

where α and β are the control parameters for optimization; α
is used to control the part of main lobe; and β is applied to
control the part of side lobe. In the side lobe region, the aim
of optimization is to obtain the optimal pattern, owning a lower
PSLL than the desired PSLL. In the practical optimization, βδ̆s
of Eq. (6) can be replaced with the following

β ·max{PSLL− PSLLd, 0} (7)

3.2. The Fitness on Reconfigurable Pattern Synthesis
In the synthesis of reconfigurable beams, the excitation ampli-
tude together with varying phase of array will generate different
shapes of patterns.
Suppose that the element number is N and that the number

of reconfigurable beams isM . These beams have their own ex-
citation phases, but they share a common excitation amplitude
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{I1, . . . , IN}. Thus, the dimension of decision variables to be
optimized will be (M + 1)N , which can be illustrated as I1, . . . , IN︸ ︷︷ ︸

Common excitation

,

Phase of the 1st beam︷ ︸︸ ︷
ϕ1
1, . . . , ϕ

1
N , . . . , ϕM

1 , . . . , ϕM
N︸ ︷︷ ︸

Phase of the Mth beam

 (8)

Themth set of phase and the common excitation will generate
the mth reconfigurable pattern. According to Eq. (1), the mth
pattern can be expressed as

fm(θ) =

N∑
n=1

In · ei[k(n−1)d cos θ+ϕm
n ], m = 1, . . . ,M. (9)

where ϕm
n denotes the nth element phase of the mth reconfig-

urable pattern, and the meaning of the remaining parameters are
the same as that of Eq. (1).
For the synthesis of reconfigurable pattern, the optimization

problem can be formulated as

min
Im
n ,ϕm

n

fitness (10)

s.t.
{
I1n|n = 1, . . . , N

}
= . . . =

{
IMn |n = 1, . . . , N

}
(11)

max(f(θ)) <= PSLLd, θ ∈ Θs (12)
Bd ≤ f(θ) ≤ Bu, θ ∈ Θm (13)

where Imn represents the excitation of the nth element generat-
ing themth pattern; PSLLdmeans the prescribed desired PSLL;
Bd and Bu mean the lower and upper boundaries of the desired
pattern, respectively. Eq. (12) and Eq. (13) represent the con-
straints of the side lobe and main lobe region, respectively.
WhenM = 2, the optimization problem (10) corresponds to

a synthesis problem of two reconfigurable patterns. The fitness
function of the first pattern is defined as

fit(1) = δ̆(1)m + δ̆(1)s (14)

where δ̆
(1)
m and δ̆

(1)
s are computed by Eq. (3) and Eq. (5), re-

spectively. Similarly, the fitness of the second pattern can be
given as follows

fit(2) = δ̆(2)m + δ̆(2)s (15)

The total fitness will be written as

fitness = fit(1) + fit(2) (16)

For the synthesis of three reconfigurable beams, the total fitness
is similar to Eq. (16).

3.3. The Fitness on the Envelop Pattern Synthesis
In the existing literature, the synthesis of envelop pattern of-
ten adopts Eq. (6) as the fitness of optimization. However, as
far as HWOA is concerned, this fitness function does not work
to synthesize the envelop pattern. Using Eq. (6) is difficult to
attain a satisfactory envelope of beam. More specifically, all
levels in the side lobe region will gather on a line under this cir-
cumstance. Through analysis, we find that this result is mainly
caused by adopting the fitness Eq. (6), which cannot correctly

distinguish the peak and null at each lobe of the side lobe re-
gion.
To overcome it, we design a new fitness function, having an

ability to identify the peak and null of each lobe. For the peak
of pattern, the fitness can be defined as

fit1 =
∣∣∣Q 1

2
u

∣∣∣ ∥E(θu)− f(θu)∥ , θu ∈ Θs (17)

where Qu represents the total number of peaks for all lobes;E
means the desired envelop over θu; θu represents a vector of
locations corresponding to all peaks; f(θu) means the vector
of synthesized pattern corresponding to the location vector θu.
For the null of pattern, the fitness can be defined as

fit2 =
∣∣∣Q 1

2
v

∣∣∣ ∥(f(θv)− NULL)∥ , θv ∈ Θs (18)

where Qv represents the total number of nulls for all lobes;
f(θv) denotes the vector of synthesized pattern correspond-
ing to the location vector θv; θv stands for the position vector
of all nulls; NULL denotes a desired null level. Then, the total
fitness can be written as

fitness = fit1 + fit2 (19)

4. DESCRIPTIONOF THE RELATEDCOMPONENTSOF
HWOA

4.1. WOA
WOA is a heuristic evolutionary algorithm [30], which searches
for the optimal solution by mimicking the hunting behavior of
the humpback whale. Due to the simple structure and fewer
tuning parameters than many of the evolutionary algorithms,
WOA has been widely applied in various fields.
The mathematical model of WOA mainly contains three

parts: encircling prey, spiral bubble-net feeding maneuver, and
search for prey [30]. The role of encircling prey is to define
a candidate search space to update the positions of target, fur-
ther to search and obtain the optimum solution of optimization
problem. This process can be represented as

x(t+ 1) = x∗(t)−A · D (20)

where
D = |C · x∗(t)− x(t)| (21)

where t denotes the iteration times; x∗(t) is the current optimal
solution; x(t + 1) is a candidate solution used in next itera-
tion; A = 2αr − α and C = 2r are the control parameter,
respectively, where α is linearly decreased from 2 to 0, and r
is a random number from 0 to 1. The spiral bubble-net feeding
maneuver has two ways to approach the optimal solution. One
is shrinking encircling mechanism along the horizon direction,
and the other is spiral updatingmechanism along the vertical di-
rection. The shrinking encircling mechanism is realized mainly
by (20) and (21) by adjustingAwith varying r and a. The spiral
updating mechanism can be formulated as

x(t+ 1) = D
′
· ebl cos(2πl) + x(t) (22)

3 www.jpier.org



Yuan

TABLE 1. Description of test benchmark function.

Name Function Vno Range fmin

Rastrign F1(x) =
∑n

i=1[x
2
i − 10 cos(2πxi) + 10] 30 [−5.12, 5.12] 0

Ackley F2(x) = −20 exp(−0.2
√

1
n

∑n
i=1 x

2
i )− exp( 1

n

∑n
i=1 cos(2πxi)) + 20 + e 30 [−32, 32] 0

Griewank F3 (x)= 1
4000

∑
i=1 nx

2
i -
∏

i=1 n cos(
xi√
i
)+1 30 [−600, 600] 0

Penalized 1

F4(x) =
π
n
{10 sin(πy1) +

∑n−1
i=1 (yi − 1)2[1 + 10 sin2(πyi+1]

+(yn − 1)2}+
∑n

i=1 u(xi, 10, 100, 4)},

yi = 1 + xi+1
4

, u(xi, a, k,m) =


k(xi − a)m, xi > a

0, −a < xi < a

k(−xi − a)m, xi < −a

30 [−50, 50] 0

Penalized 2
F5(x) = 0.1{sin2(3πx) +

∑n
i=1(xi − 1)2[1 + sin2(3πxi + 1)] 30 [−50, 50] 0

+(xn − 1)2[1 + sin2(2πxn)]}+
∑n

i=1 u(xi, 5, 100, 4)

Kowalik F6(x) =
∑11

i=1[ai − x1(b
2
i+bix2)

b2i+bix3+x4
]2 4 [−5, 5] 0.003

whereD stands for the distance of the ith whale to prey and can
be expressed as

D
′
=
∣∣x∗(t)− x(t)

∣∣ (23)
When |A| > 1, the behaviour in search of solution is given by

x(t+ 1) = xrand(t)−A · D (24)

where
D = |C · xrand(t)− x(t)| (25)

where xrand(t) is a candidate solution produced by random
generator(see [30] for more details).

4.2. IWO
IWO is a bio-inspired evolutionary algorithm imitating the re-
production behavior of weed [44], which mainly contains three
parts: reproduction, spatial diffusion, and competitive exclu-
sion.
In the phase of reproduction, each member of the population

is allowed to produce seeds which depends on the lowest and
highest fitness within the swarm. The seeds number is evalu-
ated by the following equation

s =

⌊
fitmax − fit(xi)

fitmax − fitmin
(smax − smin) + smin

⌋
(26)

where smin and smax stand for the minimum and maximum of
seed number; fit(xi) means the fitness of the ith weed; fitmax
and fitmin are the minimum and maximum of fitness; ⌊·⌋ de-
notes the round down function.
The randomness and adaptability of IWO depend on the

phase of spatial diffusion. After reproduction, the produced
seeds will be distributed around the weeds with a normal dis-
tributionN(0, σ2

t ), where σt means the standard deviation(std)
at the current iteration and can be formulated as

σt = σfinal +

(
tmax − t

tmax

)w

(σinitial − σfinal) (27)

where σinitial and σfinal are the initial value and the final value
of std; tmax and t denote the maximum and current of iteration;

andw is a nonlinear regulatory factor. It indicates that in the be-
ginning stage of evolution, the seeds will be placed in a space
which is far away from the weeds. With the increasing of it-
eration, the distance between the seeds and the corresponding
weeds will be decreased gradually, and the seeds will be placed
near the weeds.
In the phase of competitive exclusion, the individuals with

the worse fitness will be excluded from the whole population, in
order to improve the quality of population and the efficiency of
IWO. when the number of individuals exceeds Pmax, the above
operation will be made (see [44] for more details).

4.3. Chen Chaotic Attractor
Chen chaotic attractor is a hyper chaotic system [45], with more
than one positive Lyapunov exponent and more complex dy-
namical characteristic than chaos, which can be expressed as
follows 

ẋ = a(y − x)

ẏ = (c− a)x− xz + cy

ż = xy − bz

(28)

where a, b, c, and d are constants. Only if a = 36, b = 3,
c = 28, d = −16, the Chen chaotic attractor will enter the
chaotic state. In this chaotic system, there are three Lyapunov
exponents, including two non-positive Lyapunov exponents,
and the corresponding figure is shown in Fig. 1.

5. THE PROPOSED ALGORITHM

5.1. Description of the Proposed Algorithm HWOA
In standardWOA, the capability of global search is achieved by
a blind operator which is unrelated to the fitness of current solu-
tion. The existing literature has found that choosing a different
selectionmechanism helps EAs to improve the exploration abil-
ity [36], which inspires us to develop a new hybrid algorithm.
To adapt the characteristic of array synthesis, the proposed al-
gorithm uses IWO as the local search to replace Eq. (24), which
has an advantage that the hybrid algorithm does not need to
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tackle the problem of incompatibility between IWO andWOA.
This is because the standard WOA evolutes by element of indi-
vidual, which is the same as IWO.
To enhance the diversity of candidate solution and achieve

the aim of optimization efficiently, the best solution of each
run will be further diffused by taking advantage of the chaotic
mechanism, so that the algorithm can provide more chance for
the weak solution.
In the existing literature, it has been demonstrated that the

chaotic strategy can bring more stochastic property for the pop-
ulation [46]. Thus, we exploit the Chen chaotic attractor to dif-
fuse the initial population in the beginning of HWOA, in order
to achieve a better diversity and distribution. It has to address
an issue that the dimension of population may not be the integer
times of three inputs of this chaotic system. To circumvent it,
we take a strategy that the rest of individual elements will be
kept unchanged, namely, not enter the chaotic transform. The
process of proposed HWOA algorithm is stated in Algorithm 1.

Algorithm 1 HWOA
Require:
0: t = 0, itermax;
0: randomly generated N initial population Xi, then disturb
the population using Eq. (28).

Ensure: x∗=the best search agent
1: while t < itermax do
2: Initialize the parameters:
3: for i=1 to N do
4: Calculate the fitness of population;
5: Update the best fitness and agent;
6: Update a,A,C, l and p;
7: if 1(|A| < +1) then
8: Update the position of the current solution by

Eq. ((20)) and Eq. ((21));
9: else if 1(|A| > +1) then
10: Select a random search agent xrand;
11: Update the position of the current search agent by

IWO;
12: end if1
13: Update the position of the current search by the

Eq. ((22)) and Eq. ((23));
14: end for
15: Check if any solution goes beyond the search space and

amend it;
Calculate the fitness of each solution;
Update x∗ if there is a better solution;
t = t+ 1.

16: end while

5.2. Application of HWOA to Mathematical Functions
Generally, the number of object function evaluations under the
given accuracy can be regarded as a good reference in the ef-
ficiency of an evolutionary algorithm. To illustrate the perfor-
mance of the proposed approach, test is performed for the most
widely used benchmark functions. These benchmark functions
involve the multi-modal (F1–F5) and fixed-dimension func-

FIGURE 1. 3D figure of Chen chaotic attractor.

tions (F6), and the corresponding descriptions are listed in Ta-
ble 1 in detail. It needs to note that the difference between the
multi-modal and fixed-dimension functions is that the multi-
modal function has capability of defining the desired number of
optimization variables, but the fixed-dimension function cannot
tune the desired number of optimization variables caused by
the mathematical formulation. Moreover, the fixed-dimension
function can provide different search spaces, and the multi-
modal function has many of local optima whose number ex-
ponentially increases with the problem size. Thus, this kind of
test benchmark function is helpful to evaluate the exploration
capability of an algorithm.
In this test, the number of initial population is set as 30, and

the iteration is assigned as 500. For each test benchmark func-
tion, the proposed algorithm HWOA is performed for 30 runs,
which are based on the random generated initial population.
After multiple runs of tests, the statistic results are obtained,

and the corresponding figures are given. The simulation results
on average( Ave) and standard aviation (Std) are shown in Ta-
ble 2. The corresponding convergence curves are depicted in
Fig. 2, and the typical 2D plots of the cost functions and search
history are provided in Fig. 3 and Fig. 4.
From Fig. 2, it can be seen that the obtained optimum of

HWOA is better than the other comparable algorithms for all
test benchmark functions. Table 2 indicates that the proposed
algorithm HWOA has a good exploration capability, obtains a
better fitness, and is the most efficient algorithm for the test
benchmark functions.

6. SIMULATION RESULTS
To demonstrate the effectiveness and feasibility of the proposed
HWOA in linear array synthesis, we provide several numer-
ical examples, involving the shaped pattern synthesis for the
main lobe region, reconfigurable pattern synthesis and enve-
lope pattern synthesis for the side lobe region. The popula-
tion size of HWOA is set as 40 in all examples. It needs to
be pointed out that the dynamic range ratio (DRR) is defined as
DRR = max(In)/min(In).
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FIGURE 2. Comparison of convergence curves between HWOA and the other algorithms for the test benchmark function.

FIGURE 3. Typical 2D representations of test benchmark function.

6.1. Synthesis of Shaped Pattern

Considering a 17-element uniform isotropic source linear ar-
ray, the excitation amplitude and phase are simultaneously op-
timized to enable the synthesized pattern to approach the de-
sired shaped pattern as close as possible. In this case, we deal
with two kinds of beams, including flat-top beam and cosecant
beam. The related parameters of the desired shaped pattern are
assigned as follows: the beam width is assigned as 40◦; the rip-
ple should be less than 1 dB; and the PSLL should be less than
−25 dB. The width of transition region between the main lobe

region and side lobe region should be constrained in 10◦. The
lower and upper boundaries of excitation amplitude should lie
in [0.01, 1].
To exhibit the superiority of HWOA, there are two widely

used evolutionary algorithms (PSO and GA) introduced to
make comparison. The parameters of PSO are assigned as
follows: the population size is 40, the inertia weight factor
w = 0.4, the acceleration constants c1 = c2 = 2.0, the max-
imum velocity Vmax = 1.0. The parameters of GA are set as:
population size is 40; the crossover and mutation probabilities
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FIGURE 4. Search history of test benchmark function(red dot represents the final optimum of test benchmark function).

TABLE 2. Numerical results for test on benchmark function.

Item Algorithm F1 F2 F3 F4 F5 F6

Ave

GSA 9.44E-02 1.69E-01 2.27E+01 5.92E+01 8.33E+01 7.04E-03
PSO 7.21E+01 6.70E-01 1.47E-02 1.46E-04 2.43E-14 1.04E-03
SSA 1.53E+01 1.07E+00 2.44E-01 4.23E-01 3.66E-03 9.93E-04

HWOA 0.00E+00 8.88E-16 0.00E+00 1.75E-12 1.35E-32 3.86E-04

Std

GSA 6.71E-02 1.18E-01 4.35E+00 7.81E+01 1.15E+02 2.35E-03
PSO 5.47E+00 6.70E-01 1.47E-02 2.95E-06 3.11E-15 5.58E-04
SSA 5.99E+00 1.52E+00 1.55E-01 4.50E-01 5.18E-03 1.86E-04

HWOA 0.00E+00 0.00E+00 0.00E+00 6.19E-13 0.00E+00 5.90E-05

FIGURE 5. Synthesized flat-top pattern. FIGURE 6. Convergence curve of synthesized flat-top pattern.

7 www.jpier.org



Yuan

FIGURE 7. Excitation amplitude of synthesized flat-top pattern (X means the index of elements,the same below).

FIGURE 8. Excitation phase of synthesized flat-top pattern.

are 0.9 and 0.01; the selection parameter is 0.0005. To make
fair comparison, the iteration numbers of PSO and GA are con-
sistent with HWOA.

6.1.1. Flat-Top Pattern

The requirement of the desired pattern is just as the above de-
scription. After multiple runs of optimization, the proposed
HWOA achieves the optimal synthesized pattern, as shown in
Fig. 5. The convergence curve during the optimization is plot-

ted in Fig. 6, and the amplitude and phase of the excitation are
depicted in Fig. 7 and Fig. 8. To see the trend of excitation
clearly, the optimal excitation is fitted by the usual fit func-
tion. We also use the state-of-the-art algorithms of PSO and
GA to achieve this synthesis, and their results are compared
with HWOA. The comparison results are given in Table 3.
From Fig. 5 and Table 3, we can see that the synthesized pat-

tern meets the requirements of the desired shaped pattern. More
specifically, the ripple in the main lobe region of the synthe-
sized pattern is measured at 0.2812 dB, which is far less than the
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FIGURE 9. Synthesized cosecant pattern. FIGURE 10. Convergence curve of synthesized cosecant pattern.

FIGURE 11. Excitation amplitude of synthesized cosecant pattern.

TABLE 3. Performance comparison between flat-top and cosecant pat-
tern.

Beam Item GA PSO HWOA

Flat-top
Ripple(dB) 0.4695 0.4519 0.2812
PSLL(dB) −24.41 −25 −25.02

Cosecant
Ripple(dB) 1.0982 0.9545 0.5801
PSLL(dB) −25.17 −24.67 −25.02

prescribed 1 dB. The PSLL is measured at −25.02 dB, which
also accomplishes the desired goal despite a marginal improve-
ment. In contrast with GA and PSO, HWOA can obtain the best
PSLL in the side lobe region and the best ripple in the main lobe
region among them. The directivity and DRR are 0.0839 and

97.65. In summary, the proposed algorithm HWOA exhibits a
better performance in this example.

6.1.2. Cosecant Pattern

The requirements of desired beam in this example are given at
the beginning of Section 6.1.
Through multiple runs of optimization, the optimal results

are obtained, and the corresponding figures are provided. The
optimal cosecant pattern obtained by HWOA is plotted in
Fig. 9, where the ripple is measured at 0.2812 dB, and the corre-
sponding PSLL is −25.02 dB. They all achieve the prescribed
goals. The convergence curve over the iteration is given in
Fig. 10. The optimal amplitude and phase of excitation are
given in Fig. 11 and Fig. 12. We make further performance
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FIGURE 12. Excitation phase of synthesized cosecant pattern.

FIGURE 13. Synthesized pencil and flat-top pattern. FIGURE 14. Convergence curve of synthesized pencil and flat-top pattern.

comparison among HWOA, GA, and PSO, and the correspond-
ing results are listed in Table 3. From Table 3, it can be seen
that the PSLL and the ripple obtained by HWOA all achieve the
goals, while GA only meets the desired PSLL. In Fig. 11 and
Fig. 12, we can see that the amplitude of excitation presents
a relatively regular curse like a sin function, and the phase of
excitation seems like a saddle. The directivity and DRR are
0.4443 and 10.00.

6.2. Synthesis of Reconfigurable Pattern

6.2.1. Pencil Pattern vs Flat-Top Pattern

In this example, two reconfigurable beams involving the pencil
beam and flat-top beam are synthesized by using HWOA. The

requirements on the desired patterns are as follows: in the de-
sired pencil pattern, the beam width should be expected to be
located in [80◦, 100◦], and the desired PSLL should be less than
−25 dB. The requirement of the desired flat-top pattern is the
same as that of Section 6.1.
Through various runs of optimization, the obtained optimal

beams and convergence curve are shown in Fig. 13 and Fig. 14.
The corresponding common excitation amplitude and phase are
depicted in Fig. 15 and Fig. 16. Through the measurement
of the obtained optimal beams, the maximal ripple and the
PSLL of the flat-top pattern reach 0.5228 dB and −25.49 dB,
respectively. In the pencil pattern, HWOA obtains a PSLL of
−25.02 dB and a beam width that is not greater than 20◦. Both
of the synthesized patterns achieve the prescribed goals. The
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FIGURE 15. Common excitations of synthesized pencil and flat-top pattern.

FIGURE 16. Excitation phase of synthesized pencil and flat-top pattern.

directivities of pencil and flat-top are 0.5157 and 0.0948, and
DRR is 4.09.

6.2.2. Cosecant Pattern vs Flat-Top Pattern

The requirements of the desired patterns are the same as in Sec-
tion 6.1. Through the optimization, the optimal results are ob-
tained by using HWOA.
The synthesized patterns and convergence curve are shown

in Fig. 17 and Fig. 18. The optimal excitation amplitude and
phase are plotted in Fig. 19 and Fig. 20. The maximal rip-
ples of the flat-top pattern and cosecant pattern reach 0.3873 dB
and 0.4261 dB, respectively. Both PSLLs are less than the
prescribed PSLL of −25 dB. It is evident that the ripples and

PSLLs of both patterns accomplish the prescribed goals. The
directivities of the flat-top beam and cosecant beam are 0.2871
and 0.4720, and DRR is 100.

6.2.3. Pencil Pattern vs Cosecant Pattern

The requirements of the desired pencil pattern and cosecant pat-
tern are the same as in Section 6.1. The optimal pattern and
convergence curve obtained by HWOA are shown in Fig. 21
and Fig. 22. The corresponding excitation amplitude and phase
are depicted in Fig. 23 and Fig. 24. The synthesized pencil pat-
tern has a PSLL of −25.05 dB and a beam width of 79.03◦.
The synthesized cosecant pattern has a PSLL of−25.36 dB and
a maximal ripple of 0.8354 dB. It can be seen that the results
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FIGURE 17. Synthesized cosecant and flat-top pattern. FIGURE 18. Synthesized cosecant and flat-top pattern.

FIGURE 19. Common excitation amplitude of synthesized cosecant and flat-top pattern.

obtained by the proposed HWOA achieve the prescribed goals
in this case. The directivities of the pencil beam and cosecant
beam are 0.5464 and 0.3058, and DRR is 9.72.

6.2.4. Pencil Pattern vs Flat-Top vs Cosecant Pattern

Due to containing more constraints, three reconfigurable pat-
terns synthesis becomes a more difficult problem than two re-
configurable patterns synthesis for the evolution algorithm.
Through the optimization, the synthesized patterns and con-

vergence curve obtained by HWOA are depicted in Fig. 25 and
Fig. 26, and the corresponding excitation amplitude and phase
are shown in Fig. 27 and Fig. 28. The PSLLs of the synthe-
sized pencil, flat-top, and cosecant pattern reach −27.57 dB,
−25.07 dB, and −25.19 dB, respectively. The maximal rip-

ples of the synthesized flat-top and cosecant pattern are 0.4 dB
and 0.7898 dB. As can be seen from Fig. 25, the metrics of the
synthesized patterns all meet the prescribed requirements. The
directivities of pencil, cosecant, and flat-top beam are 0.5464,
0.3058, and 0.2826, and DRR is 97.71.

6.3. Synthesis of Envelope Pattern in the Side Lobe Region

6.3.1. Slope Line Envelope

Consider a 40-element linear array with a uniform spacing of
λ/2. The aim of this example is to achieve a line envelop in the
region of side lobe of the pencil pattern, keeping the beamwidth
of the synthesized pattern not to be increased at the same time.
Herein, the excitation amplitude is regarded as the optimization
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FIGURE 20. Excitation phase of synthesized cosecant and flat-top pattern. FIGURE 21. Synthesized pencil and cosecant pattern.

FIGURE 22. Convergence curve of of synthesized pencil and cosecant pattern.

FIGURE 23. Excitation amplitude of synthesized pencil and cosecant pattern.
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FIGURE 24. Excitation phase of synthesized pencil and cosecant pattern.

FIGURE 25. Synthesized multiple reconfigurable patterns. FIGURE 26. Convergence curve of synthesized multiple reconfigurable
patterns.

FIGURE 27. Common excitation amplitude of synthesized multiple reconfigurable patterns.
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FIGURE 28. Excitation phase of synthesized three reconfigurable patterns.

FIGURE 29. The obtained slope line envelope pattern. FIGURE 30. Convergence curve of slope line envelope synthesis.

FIGURE 31. Excitation amplitude of slope line envelope.
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FIGURE 32. The obtained stair envelope pattern. FIGURE 33. Convergence curve of stair envelope synthesis.

FIGURE 34. Excitation amplitude of stair envelope.

variable. The region of themain lobe lies in θ ∈ [85◦, 95◦]. The
side lobe levels are decreased from −30 dB to −40 dB along
a line, below which all the side lobes lie. The maximal error
between the synthesized beam and desired beam is 0.2 dB.
The synthesized pattern, convergence curve, and the corre-

sponding excitation amplitude are shown in Fig. 29, Fig. 30,
and Fig. 31. It can be seen that the synthesized envelop ob-
tained by HWOA achieves the prescribed goal, and all the side
lobe levels are located below the prescribed envelop. The di-
rectivity of beam is 1.6354, and DRR is 4.28.

6.3.2. Stair Envelope

In this example, we consider a 30-element linear array with an
uniform spacing of λ/2. The aim of this case is to achieve a
stair envelop over the side lobe region. The requirements of

the desired envelop are as follows: the main lobe region lies in
θ ∈ [90◦ ± 5◦], and the expected PSLLs in the side lobe region
can be assigned as follows

PSLL =

{
−40 dB, θ ∈ [0◦, 50◦]

−30 dB, θ ∈ [50◦, 85◦]
(29)

The synthesized pattern, convergence curve, and the corre-
sponding excitation amplitude are shown in Fig. 32, Fig. 33,
and Fig. 34. The PSLL of θ ∈ [0◦, 50◦] reaches −39.91 dB,
which is close to the expected −40 dB. In the region of θ ∈
[50◦, 85◦], the synthesized pattern has a PSLL of −29.87 dB.
Fig. 32 shows that the PSLLs of two regions do not reach a sat-
isfactory expected level; however, the errors are marginal. For
the shape of envelop, the optimal pattern obtained by HWOA
achieves the requirements of the expected envelop. The direc-
tivity of beam is 2.1005, and DRR is 6.77.
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7. CONCLUSION
In this paper, a new evolutionary technique called HWOA is
proposed for synthesis of the problem of shaped, reconfigurable
pattern and envelop. HWOA integrates IWO and Chen chaotic
attractor into WOA, in order to improve the global search capa-
bility, achieve the faster convergence speed, high accuracy, and
effectively get rid of a local optimum. The proposed HWOA
has been evaluated by the classical benchmark functions. The
test results of HWOA are compared with those of the state-of-
the-art algorithms to demonstrate its superiority. The simula-
tion result shows that the proposed HWOA can enhance the
diversity of population against jumping out of the local optima
and balance the exploitation and exploration capability, due to
introducing the chaotic strategy and IWO.
HWOA is applied to the synthesis of the shaped, reconfig-

urable, and envelope beam. Examples are provided, and the
numerical results are obtained. As can be seen, HWOA can
achieve a satisfactory pattern, and meet the prescribed goals
for the synthesis of shaped, reconfigurable and envelope beam.
In [47], the authors proposed a method to design a circularly

polarized antenna for short-range communications. Since the
selection of suitable parameters is an important problem in the
design of antenna, HWOA can solve it. We hope that HWOA
can be extended into various types of antenna array for short-
range communications in the future. Additionally, it would
be interesting to hybridize WOA with other evolutionary al-
gorithms like wind driven optimization. Also, we will explore
the use of WOA-based hybrid algorithm to solve the real world
problem in the field of antenna array.
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