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ABSTRACT: Weight and reference signal are utilized in adaptive interference cancellation (AIC) for vector weighting to generate the
signal with equal amplitude and opposite phase to the interference signal. Weight accuracy becomes the core factor to determine the
performance of the AIC. In this letter, we analyze the influence of the weight accuracy on interference suppression performance, propose
the quantitative characterization method of the weight accuracy with weight noise as an indicator, study the performance and influencing
factors of the weight accuracy, and propose the optimization design method. The characteristics of weight accuracy in interference can-
cellation are verified by theoretical simulation analysis. This work fills in the blank of weight accuracy analysis and has solid theoretical

value for exploring the capability boundary of the AIC.

1. INTRODUCTION

ith the development of communication technology, the

demand for communication data is increasing, thus the
communication bandwidth is gradually widened, and broad-
band communication has become the development trend of mil-
itary and civilian communication systems. The real-time re-
quirement of the communication and the limitation of spectrum
resources limit the traditional time-frequency division com-
munication mode [1]. Since uplink and downlink data are
transmitted simultaneously in the same frequency band, the re-
ceiver is subject to high-power interference from local transmit-
ters [2—6]. Therefore, adaptive interference cancellation (AIC)
is needed.

The theoretical basis of AIC is derived from Widow et
al.’s previous research on the least mean square (LMS) al-
gorithm [7]. Thereinafter, researchers studied the variable
step size LMS (VSSLMS) algorithm. Tian et al. established
the model of the relationship between the step factor and er-
ror signal using the hyperbolic tangent function [8]. Huang
and Lee proposed the normalized VSSLMS algorithm [9], but
this method increased the complexity. Mayyas proposed the
VSSLMS algorithm based on the mean square error of the
minimum weighting coefficient [10]. Jalal et al. proposed the
VSSLMS algorithm based on Sigmoid [11]. However, when
the VSSLMS algorithm was extended to convergence, the step
size would change rapidly, resulting in Sigmond’s characteris-
tics. Zhang et al. proposed an improved VSSLMS algorithm
based on the hyperbolic agent function [12]. Lu et al. proposed
an improved VSSLMS algorithm based on the hyperbolic tan-
gent function [13], which can improve the convergence speed
and reduce the complexity. Most research on the VSSLMS al-
gorithm generally focused on improving the convergence speed
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and reducing the complexity but rarely analyzed the weight ac-
curacy.

Based on the VSSLMS algorithm [13], this letter estab-
lishes the quantitative relationship between the weight accuracy
and interference cancellation radio (ICR) and proposes a quan-
titative characterization method of the weight accuracy with
weight noise (WN) as the indicator, thereby giving the opti-
mization method. This study fills in the blank of weight accu-
racy analysis and can provide theoretical guidance for optimiz-
ing weight and digital signal processing in engineering design.

2. SYSTEM MODEL

With the rapid development of electronic technology, in a co-
platform communication system, such as aircraft, ships, and
combat vehicles, the types and quantities of electronic equip-
ment are increasing, and the frequency band is getting wider,
which result in complex electromagnetic environment and in-
creasingly serious radio frequency (RF) interference problems.
Taking ships as an example, the transmitter emits high-power
signals. The local receiver is highly sensitive, and it is easy to
be affected by radiation interference from the transmitted sig-
nal, which deteriorates the signal-to-noise ratio of the receiver
or even blocks the receiver. Therefore, the transmitter is the
source of interference, and the receiver is the protected device.
The adaptive interference cancellation system can solve elec-
tromagnetic compatibility problems of co-platform [14, 15].

This section presents an adaptive interference cancellation
system (AICS) based on the VSSLMS algorithm [13]. The
block diagram of an AICS is shown in Fig. 1. The AICS in-
cludes vector modulation module and digital control module.
The vector modulation module weights the reference signal to
obtain the cancellation signal. The digital control module per-
forms correlation operation to obtain the weight value.
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FIGURE 1. The block diagram of the AICS.

The classical adaptive filtering theory is adopted for AICS,
and its structure block diagram is shown in Fig. 2. Considering
the useful signal, the desired signal consists of the input signal
x(n), external noise €(n), and interest signal s(n). The input
signal is weighted by the adaptive filter to generate the can-
cellation signal y(n). The error signal x.(n) is the difference
between the desired signal d(n) and cancellation signal y(n).
The error signal contains the interest signal. However, there
is no correlation between the interest signal and input signal,
so when the weight calculation is performed, the interest signal
can be ignored. z.(n) feeds back to the adaptive filter to up-
date the weight coefficient vector and y(n), thereby, the output
signal is closer to the interest signal to achieve the purpose of
adaptive filtering.
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FIGURE 2. The principle block diagram of the adaptive filter.

The mathematical model of the adaptive filter is
@)

where w(n) = [w(n), -+ ,w(n + N —1)]T is the weight co-
efficient; x(n) = [z(n),--- ,z(n + N — 1)] is the reference
signal vector; IV is the order of the adaptive filter; p is the step
size; superscripts H and * represent the conjugate transposition
and conjugate of the matrix, respectively.

Jamming signals enter the receiver through direct and re-
flection paths, forming multi-path interference. The impulse
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response of the multipath interference channel is h(n) =
ho(S(TL — ’7'0) —+ - hzé(n — Ti) + hL,lé(n — TLfl). h; (Z =
0,1,2,---,L — 1) is the amplitude attenuation coefficient of
the ith reflection path; 7; is the delay of the corresponding re-
flection path; and L is the total number of reflection paths.

The reference signal is an N * 1 vector, and the refer-
ence signal is x;, which represents the reference signal of the
ith time domain filter. Then the reference signal is x(n) =
[z(n), - ,x(n+ N —1)], and the weight coefficient is w(n) =
[w(n), - ,wn+ N —1)]T.

The residual error signal power is minimized by adjusting the
weight vector. The cancellation parameter optimization criteria
can be expressed as

wop = argmin B { (z. (n))’} )

where E {(z(n))?} is the residual error signal power.

According to Wiener filtering theory, the optimal weight vec-
tor is Wopy = R !q. R is the autocorrelation matrix, and q is
the cross-correlation vector of the reference signal and inter-
ference signal. The weight iterative formula is w(n + 1) =
w(n) 4+ px*(n)ze(n). p is the step size, which affects the con-
vergence speed. The weight accuracy determines the residual
error, and the higher the weight accuracy is, the smaller the
residual error is.

In the earlier research [13], the novel fast and robust variable
step size LMS based on improved hyperbolic tangent function
(IHVSS-LMS) is proposed. IHVSS-LMS adopts an improved
hyperbolic tangent function and uses adjustable parameters and
iteration number to jointly adjust the step size, which improves
the convergence speed and reduces the computational complex-
ity. After verification, the IHVSS-LMS can not only effectively
accelerate the convergence speed by at least 3 times, but also
improve the ICR by more than 3 dB.

According to [13], the convergence speed is fast, and the
complexity is low when i is

{ H (n) = Mmin + HUmax {]_ — exp (_k/ (n2 + 1))2a+1} (3)

p(n+1)=Bu(n)+ (1 -8)/(y+0.2(n)

where fimin 18 the minimum value of step size, and fim,y is the
maximum value. «, k, and 8 (0 < 8 < 1) are the adjustment
parameters; o2 (n) is the input signal power; and v (0 < v <
1) is a small positive number, which is added to prevent the
mutation of the input signal power from causing the divergence.

Due to the error of digital filter adjustment, the actual weight
deviates from the optimal weight, resulting in the ICR degrada-
tion. The weight accuracy represents the deviation between the
actual weight value and optimal weight value. The smaller the
deviation is, the higher the weight accuracy is. Assume that the
weight accuracy is Aw. Then, the actual weight value can be
expressed as Wop + Aw. Thus, the residual error signal power
is

Ppr, =P, + WXRWA 4)
where P, is the residual error signal power of the optimal
weight.
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The weight accuracy causes the increase of the error signal
power and the decrease of the ICR. The weight accuracy is re-
lated to the sampling rate and DAC precision. Suppose that the
weight accuracies caused by the sampling rate and DAC preci-
sion are §; and 0. The two are independent of each other, so the
single weight accuracy can be regarded as [—d1/2,61/2] and
[—82/2,02/2]. The weight accuracy of the digital filter is an
independent and identically distributed random complex vari-
able and meets the following relationship.

82 4+6,%) /6, i=k
E{w*mwmc}z{ 871 2)/ ik

)

where wa; is the weight accuracy of the ith tap.

The residual error signal power can be obtained considering
the average influence of the weight accuracy. Therefore, the
average ICR is

Pr

ICRA =
ST P+ (0T +3) N (0)/6

(6)

where P is the power of the input signal, and ®(0) is the power
of the reference signal.

The limited weight accuracy results in the decline of the ICR.
In order to reduce the decline of the ICR, the amplitude adjust-
ment interval should be as small as possible.

To describe the influence of weight accuracy on ICR, WN is
defined as

_ICR  P.+ (6§ 465) N®(0) /6
" ICRA P,

WN is the difference between the ICR within the optimal
weight and the ICR within other weights. The higher the weight

accuracy is, the smaller the WN is. When the weight is the op-
timal value, WN is zero.

WN @)

3. WEIGHT ACCURACY OPTIMIZATION

In the digital control module, the adjustment deviation of the
weight is related to the sampling rate f; and the bits of DAC
Lyis. Therefore, the weight value wi is the function of f;
and Ly, and the optimization of weight accuracy can be de-
scribed as min 6, s.t. F'(fs, Lyits). Increasing the sampling rate
and DAC bits can effectively increase the weight accuracy and
make the weight as close to the optimal weight as possible.
However, blindly increasing f, and Ly;s will significantly in-
crease computational complexity, as shown in Fig. 3.

It can be seen that the convergence speed of the system de-
creases with the increase in the number of sampling points. In
general, the slowest convergence rate of the system needs to
meet the lower limit of design requirements. Taking the con-
vergence speed that the system can tolerate as low as 1/3 of the
convergence speed under the optimal weight value as an ex-
ample, the accuracy optimization problem of the interference
cancellation weight value can be further described as

i 5: saLiS
{Jg}g(o) I (fss Lyits)

s.t. maxta < 3top

®)

15

t/ps

0 10° 108
Sampling points

FIGURE 3. Convergence time under different points.

Besides, in real receiving scenarios, the weight accuracy
mainly depends on the adaptive control algorithm, which will
affect the ICR and the convergence speed. Therefore, taking
the convergence time that the AICS can tolerate as high as three
times of the optimal convergence time as an example, the op-
timization of the weight accuracy can be equivalent to the op-
timization of the adaptive control algorithm. We can set the
upper limit of the WN and make the WN stable near the upper
limit as

N,®(0)
s.t. maxta < 3topr, WN < 5dB

mind = f (fsa Lbits)
{ ©)

4. SIMULATION VERIFICATION

4.1. Interference Suppression Effect under Weight Accuracy

At first, based on [13], the simulation analysis of interference
suppression effect under optimal and inaccurate weights is car-
ried out, and the results are shown in Fig. 4. It can be seen
that with the deterioration of weight accuracy, the ICR gradu-
ally decreases, and the WN gradually increases. The results are
consistent with (6) and (7).

Then, we carry out two simulations of different sampling
points (DAC bits is 18) and DAC bits (The sampling number is
5¢”). For the same digital signal, when different bits of DAC
are used, the higher the bits are, the higher the accuracy of the
analog quantity is. For the same dimension, the number of dec-
imal places can be used to describe the DAC number equiv-
alent. The larger the DAC number is, the more the decimal
places are. In the actual experiment, changing the DAC bits
requires replacing the DAC chip. In order to facilitate compar-
ison and analysis, this paper uses the decimal places of weights
for equivalent simulation.

The results are shown in Fig. 5. With the increase of the num-
ber of sampling points and DAC bits, the ICR of the system in-
creases, and the WN decreases. However, considering the sys-
tem running time and computational complexity, the sampling
points and DAC bits should not be set too large in the actual
system.

WWwWw.jpier.org



PIER I.etters Zhang et al.
. 20
Optimal value
15t
m
3
Z 10}
B
5 L
| . 0 ‘ , | :
10 10 10 0 2 4 6 8 10
Weight accuracy Sampling points %107
15 T T T T
6 L
810 § al
b=
=5 = 2t
Optimal value
0 : . 0 ' '
10 10 10 107 8 o 16 20
Weight accuracy bits

FIGURE 4. Interference suppression effect under optimal and inaccurate
weights.

FIGURE 5. WN of different sampling points and DAC bits.

TABLE 1. Simulation parameters.

Algorithms Step Size Parameters
9] 0 (n) =0 (n) —1/027 (n) + rea” () Fex (n), a=0.99
p(n) = ap(n—1)+ (1 - a)o.” (n)/Bo. (n) 8 =30
de (n) = e (n— 1) + le(n)], 057 (n) = 2™ (n) x (n), .
(] be(n) Se(n) 2 2 -1 =0
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FIGURE 6. Interference suppression effect. (a) ICR. (b) Convergence time.

4.2. Interference Suppression Effect under Optimal Weight

AICS adopts the step size update method in [13] and compares
it with the algorithm in [9] and [11] for verification. When the
signal to interference noise ratio (SINR) is 30 dB, the parame-
ters of the three algorithms are shown in Table 1. The signal
bandwidth is 10 MHz; the RF frequency is 150 MHz; and the
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signal power sent by the transmitter antenna is —10 dBm. The
taps number of the AICS is 3, and the interval between taps is
10ns.

When the weight is in optimal value, the interference sup-
pression effect of the three algorithms is shown in Fig. 6. We
can see that the three algorithms can effectively suppress the in-
terference. Among them, the ICR in [13] is about 5 dB higher
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FIGURE 7. Interference suppression effect before and after weight accuracy optimization. (a) WN. (b) Convergence time.

than the other two algorithms, and the convergence speed is
also faster than the other two algorithms. In this letter, the ICR
under the optimal weight is taken as the benchmark of the WN,
that is, the WN under the optimal weight is 0.

4.3. Interference Suppression Effect before and after Weight
Accuracy Optimization

The optimization of sampling rate and DAC precision essen-
tially optimizes the minimum resolution of the weight allowed
by the adaptive control algorithm. This section simulates the
WN and the convergence times under different weight accu-
racies before and after optimization. The results are shown in
Fig. 7.

From Fig. 7(a), the simulation results of the three algorithms
are consistent with the theoretical analysis. When the weight
accuracy is higher than 1e=°, the WN is within 5 dB. And the
proposed optimization design method does not significantly af-
fect the related algorithms cited in [9, 11, 13]. However, when
the weight accuracy is lower than 1e~°, the ICR decreases sig-
nificantly, and the WN increases as the weight accuracy wors-
ens. When the weight accuracy is 1e 3, the WN in [9, 11, 13] is
25dB, 20dB, and 15 dB, respectively. After optimization, the
weight accuracy is in the range of 1e~° to 1e =3, and the WN
is less than 5 dB, which verifies the effectiveness of the weight
accuracy optimization.

When the weight accuracy is higher than 1e >, the WN is
within 5 dB, and its impact is acceptable. When the weight ac-
curacy is lower than 1e~®, the ICR decreases significantly, and
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the WN increases as the weight accuracy worsens. When the
weight accuracy is le ™3, the WN exceeds 15 dB. After opti-
mization, the weight accuracy is in the range of 1e =6 to 1e =3,
and the WN is less than 5 dB, which verifies the effectiveness
of the weight accuracy optimization.

From Fig. 7(b), with the improvement of the weight accu-
racy, the number of sampling points increases, and the conver-
gence time gradually increases. Especially when the weight
accuracy is 1e~%, the convergence time reaches 230 us, which
is still within the acceptable range compared with the optimal
convergence time.

5. CONCLUSION

In this letter, the influence of the weight accuracy on inter-
ference suppression performance in AICS is analyzed. The
method to quantitatively characterize the weight accuracy using
WN as an indicator is also proposed. By deriving the quantita-
tive relationship between the weight accuracy and the ICR, the
WN problem is transformed into the step size update problem;
thereinafter, the optimization method of the weight accuracy is
studied. The main conclusions include:

1) It is theoretically feasible to utilize WN as a quantitative
representation of the weight accuracy.

2) The problem of weight accuracy can be transformed
into the optimization of the sampling rate, DAC precision,
and adaptive control algorithm. The higher the precision

WWwWw.jpier.org



rPlER Letters

Zhang et al.

of the control step is, the smaller the WN is, and the better
the interference suppression performance is.

3) The weight accuracy and convergence speed require to
be compromised, and the AICS should be reasonably de-
signed according to the actual needs.

ACKNOWLEDGEMENT

This work was supported by the National Key R&D Pro-
gram of China (2021 YFF1500100), the National Science Fund
for Distinguished Young Scholars (52025072), the National
Natural Science Foundation of China (52177012, 62301584),
project (614221722051401) supported by National Key Labo-
ratory of Electromagnetic Energy, and Independent Research
Projects of Naval University of Engineering (202350E030).

REFERENCES

(1]

(4]

Kiayani, A., M. Z. Waheed, L. Anttila, M. Abdelaziz, D. Ko-
rpi, V. Syrjdld, M. Kosunen, K. Stadius, J. Ryyndnen, and
M. Valkama, “Adaptive nonlinear RF cancellation for im-
proved isolation in simultaneous transmit-receive systems,”
IEEE Transactions on Microwave Theory and Techniques,
Vol. 66, No. 5,2299-2312, May 2018.

Sabharwal, A., P. Schniter, D. Guo, D. W. Bliss, S. Rangarajan,
and R. Wichman, “In-band full-duplex wireless: Challenges and
opportunities,” IEEE Journal on Selected Areas in Communica-
tions, Vol. 32, No. 9, 1637-1652, Sep. 2014.

Li, W., Z. Zhao, J. Tang, F. He, Y. Li, and H. Xiao, “Performance
analysis and optimal design of the adaptive interference cancel-
lation system,” IEEE Transactions on Electromagnetic Compat-
ibility, Vol. 55, No. 6, 1068-1075, Dec. 2013.

Qin, H., F. He, J. Meng, Q. Lu, and Z. Zhao, “Impact of wide-
band interference coupling path dispersion on performance of
radio-frequency interference adaptive cancellation system,” /IET
Microwaves, Antennas & Propagation, Vol. 14, No. 12, 1337-
1346, 2020.

Makar, G., D. Kim, N. Tran, and T. Karacolak, “Compact an-
tennas with reduced self interference for simultaneous transmit

18

[12]

[13]

and receive,” Progress In Electromagnetics Research C, Vol. 78,
19-31, 2017.

Zhang, Y., Q. Wang, H. Qin, F. He, and J. Meng, “Stability im-
provement of analog adaptive self-interference cancellation sys-
tem with phase compensation,” Progress In Electromagnetics
Research C, Vol. 95, 227-238, 2019.

Widrow, B., J. R. Glover, J. M. McCool, J. Kaunitz, C. S.
Williams, R. H. Hearn, J. R. Zeidler, J. E. Dong, and R. C.
Goodlin, “Adaptive noise cancelling: Principles and applica-
tions,” Proceedings of the IEEE, Vol. 63, No. 12, 16921716,
Dec. 1975.

Tian, F.-Q., R. Luo, K.-Y. Li, and Q.-X. Ding, “New variable
step-size LMS algorithm based on modified hyperbolic tangent
function,” Systems Engineering and Electronics, Vol. 34, No. 9,
1758-1763, Sep. 2012.

Huang, H.-C. and J. Lee, “A new variable step-size NLMS algo-
rithm and its performance analysis,” /EEE Transactions on Sig-
nal Processing, Vol. 60, No. 4, 2055-2060, Apr. 2012.

Mayyas, K., “A variable step-size selective partial update LMS
algorithm,” Digital Signal Processing, Vol. 23, No. 1, 75-85,
2013.

Jalal, B., X. Yang, Q. Liu, T. Long, and T. K. Sarkar, “Fast and
robust variable-step-size LMS algorithm for adaptive beamform-
ing,” IEEE Antennas and Wireless Propagation Letters, Vol. 19,
No. 7, 12061210, Jul. 2020.

Zhang, J., H. Yu, and Q. Zhang, “Improved variable step-size
LMS algorithm based on hyperbolic tangent function,” Journal
on Communications, Vol. 41, No. 11, 116-123, Nov. 2020.

Lu, Q., H. Qin, F. He, Y. Zhang, Q. Wang, and J. Meng, “Wide-
band interference cancellation system based on a fast and robust
LMS algorithm,” Sensors, Vol. 23, No. 18, 7871, 2023.

Qin, H.,J. Meng, F. He, Q. Wang, and B. Li, “Design and analysis
of digital-to-analog hybrid RF interference cancellation system
based on multitap structure,” IEEE Transactions on Microwave
Theory and Techniques, Vol. 69, No. 9, 4300-4314, 2021.

Cui, Z., Y. Li, S. Ge, J. Zhang, Y. Zhang, and J. Meng, “Adap-
tive antenna array based non-cooperative co-channel interfer-
ence cancellation system for ultrashort wave radios and non-
ideality analysis,” IEEE Transactions on Vehicular Technology,
Vol. 73, No. 1, 678-690, 2024.

WWwWw.jpier.org



	Introduction
	System Model
	Weight Accuracy Optimization
	Simulation Verification
	Interference Suppression Effect under Weight Accuracy
	Interference Suppression Effect under Optimal Weight
	Interference Suppression Effect before and after Weight Accuracy Optimization

	Conclusion

