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ABSTRACT:The characteristics of nonlinear and strong coupling of a bearingless permanent magnet synchronousmotor (BPMSM) greatly
affect the improvement of its control performance. In the traditional decoupling control of least squares support vector machine (LSSVM)
inverse system, the kernel function parameter σ and regularization parameter c are determined according to the empirical value, but not
the nonoptimal value, so large error exists in the decoupling control. Therefore, this paper proposes a decoupling control method of
LSSVM inverse system based on improved grey wolf optimization algorithm (IGWO). Firstly, the working principle of the BPMSM is
described, and the mathematical model is derived. Secondly, the reversibility of the BPMSM is analyzed, and the σ and c of LSSVM are
optimized by IGWO, before establishing a generalized inverse system for decoupling control. Thirdly, the simulation tests of the speed
regulation and anti-interference are carried out, which show that the decoupling performance of the proposed method is better than the
traditional LSSVM inverse system method. Finally, the dynamic experiments, static experiments, and anti-interference experiments are
carried out. The feasibility and superiority of the proposed method are verified according to the built experimental platform.

1. INTRODUCTION

The traditional permanent magnet synchronous motor uses
mechanical bearings to support the rotor. When the motor

runs at high speed, there is a large friction force between the
mechanical bearing and the rotor, which will lead to bearing
wear and noise, resulting in reducing the service life of the mo-
tor and reducing the system efficiency. In order to solve the
above problems, the concept of bearingless motor was firstly
proposed in the 1980s [1]. Compared with the traditional mo-
tors, a set of suspension windings is embedded in the stator slot
of the bearingless motor. By adjusting the current into sus-
pension windings and torque windings, the suspension force
and electromagnetic torque can be generated simultaneously,
so that rotor of the motor can be suspended, and the motor can
rotate.
There are many categories of bearingless motors, among

which the bearingless permanent magnet synchronous motor
(BPMSM) as a new motor combining magnetic bearing and
permanent magnet synchronous motor technology has signif-
icant advantages. The BPMSM not only has the characteristics
of nomechanical wear, no lubrication, long service life, but also
has the characteristics of high power density and high efficiency
of permanent magnet synchronous motor, and has a wide appli-
cation prospect in aerospace, biomedicine, chemical industry,
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flywheel energy storage, and other fields [2–6]. Therefore, the
BPMSM has always been favored by scholars and has become
an important research direction of bearingless motor.
The nonlinear and strong coupling of the BPMSM greatly

affects its dynamic and static performance, which is not con-
ducive to its application in industrial production. Therefore,
the study of high-performance decoupling control has been the
focus of the BPMSM. At present, the inverse system method
is widely used in the study of decoupling control. By using
the inverse system of objects to form a α order integral in-
verse system realized by available feedback method, the object
is compensated into a pseudo-linear system with linear trans-
mission relationship, and the system synthesis is finally com-
pleted. In [7] and [8], according to the inverse system theory,
the dynamic decoupling control algorithm between the torque
and radial suspension force is derived to linearize and decou-
ple the nonlinear system into three independent linear subsys-
tems. But the calculation process of finding the inverse sys-
tem by analytical method is too complicated, too dependent
on the mathematical model, and there are large errors. Refs.
[9, 10] combine the decoupling linearization characteristics of
inverse system with the nonlinear approximation ability of neu-
ral network, and propose a decoupling control method of neural
network, which avoids the huge calculation process of inverse
systemmodel and improves the robustness of the system. How-
ever, the process of neural network training samples still tends

109doi:10.2528/PIERC23122301 Published by THE ELECTROMAGNETIC ACADEMY

https://doi.org/10.2528/PIERC23122301


Zhu, Du, and Liu

FIGURE 1. Structure diagram of BPMSM.

to fall into the local minimum value and long training time. The
decoupling control method of least squares support vector ma-
chine (LSSVM) inverse system proposed by [11] fits the inverse
system model of the BPMSM through system sample approx-
imation and nonlinear identification, and realizes dynamic de-
coupling control. Relative to the neural networks, the LSSVM
training samples are faster and with higher accuracy.
The kernel function parameter of the LSSVM affects sample

complexity of the high-dimensional feature space, and the reg-
ularization parameter is responsible for balancing the empirical
risk and confidence range of the learning machine. In the tra-
ditional method of decoupling control of LSSVM inverse sys-
tem, the kernel function parameter and regularization parameter
are usually determined empirically. Too large error affects the
model accuracy, and too small error will lead to overlearning
of the system. Therefore, studying the optimal configuration of
kernel function parameter and the regularization parameter is
crucial.
In [12], genetic algorithm is used to optimize the kernel func-

tion parameter and regularization parameter, but there are still
some problems such as early maturity, large error in cross rate
and variation rate, and difficulty in implementation. Ref. [13]
uses the network search method to complete the parameter opti-
mization of the LSSVM, but its calculation amount is huge, and
the parameter optimization speed is slow, which is not suitable
for the real-time control of the system. Particle swarm opti-
mization (PSO) is used to optimize the parameters of LSSVM
in [14]. However, the particle swarm optimization has prob-
lems such as falling into local optimality easily and poor ro-
bustness.
The grey wolf optimization (GWO) algorithm is a group in-

telligent optimization algorithm proposed by Mirjalili et al. of
Australia in 2014 [15] and is widely used. In [16], the GWO
algorithm is used to optimize the back propagation (BP) neu-
ral network, and the GWO-BP method provides the best outage
probability (OP) performance prediction. Ref. [17] proposes a
hybrid approach of hidden Markov model and grey wolf opti-
mization (HMM-GWO) for moisture status (MS) estimation of

bushings subjected to the ununiform moisture distribution and
dynamic time-series modeling. Ref. [18] combines the GWO
and LSSVM for the model establishment of bearingless induc-
tion motor, and the GWO-LSSVM modeling has the charac-
teristics of higher accuracy. GWO is well suited for parameter
optimization due to its advantages of fewer parameters, rapid
optimization process, and easy operation. Therefore, this pa-
per proposes a decoupling control method based on an LSSVM
inverse system optimized by improved grey wolf optimization
algorithm (IGWO).
The structure of this paper is as follows. In Section 2, the

working principle of BPMSM is described, and the mathemati-
cal model of radial suspension force and electromagnetic torque
is derived, and its reversibility is verified. In Sections 3 and
4, the working principle of the LSSVM optimized based on
the IGWO and decoupling model will be described. In Sec-
tion 5, the simulated effects of the proposed method and the
traditional LSSVM inverse system decoupling control are com-
pared and analyzed. The feasibility and superiority of the pro-
posedmethod are verified through experiment in Section 6. The
conclusions of this paper are summarized in Section 7.

2. WORKING PRINCIPLE AND MATHEMATICAL
MODEL OF THE BPMSM
2.1. Working Principle of the BPMSM
Literature research shows that the two prerequisites for the sus-
pension operation of the BPMSM are [19]:
(1) The difference between the pole pair number PM of the

torque windings and the pole pair number PB of the suspension
force windings is 1.
(2) The magnetic field rotation direction and electrical an-

gular velocity of the suspension windings are the same as the
magnetic field of the torque windings.
In this paper, the study object is two-degrees of freedom

BPMSM. The structure of the BPMSM is show in Fig. 1. The
two-degree of freedom BPMSM is mainly composed of torque
windings, suspension force windings, photoelectric encoder,
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FIGURE 2. Schematic diagram of the radial suspension force generation.

and self-aligning ball bearing. The two sets of windings realize
the rotation and suspension functions of the rotor, respectively.
The photoelectric encoder detects the speed of the motor, and
the self-aligning ball bearing realizes the radial and axial posi-
tioning of the other end of the rotor.
The pole pair number of the torque windings and the suspen-

sion force windings are 1 and 2, respectively. The principle of
radial suspension force generation of the BPMSM is shown in
Fig. 2.
As shown in Fig. 2, there are 4-pole suspension windings

NBd and NBq, and 2-pole torque windings NMd and NMq are in
the stator groove. When both the NBd and NBq access currents
are zero, the 2-pole magnetic fluxΦM is evenly distributed, and
no suspension force is generated. WhenNBd enters the positive
current, the 4-pole magnetic fluxΦB is generated, and the equi-
librium magnetic field ΦM is broken, resulting in the increase
of the magnetic density of the air gap on the right side of the ro-
tor and the decrease of the two on the left side of the rotor, thus
generating the radial suspension force Fx in the positive direc-
tion of the x axis; if the NBd is negative, the radial suspension
force in the negative direction of the x-axis will be generated.
Similarly, the radial suspension force Fy along the y axis can
be obtained when the corresponding current is applied into the
windings NBq channel. Therefore, by controlling the current
passing into the suspension force windings NBd and NBq, the
size and direction of the suspension force can be controlled,
thus realizing the stable suspension of the BPMSM.

2.2. Mathematical Model of the BPMSM

The mathematical model is established by Maxwell tensor
method. When the eccentric displacement in the x- and y-axes
is x and y, respectively, the mathematical model of radial sus-

pension force in the coordinates of d-q axis is as follows:[
Fx

Fy

]
= (kM+kL)

[
ψMd ψMq

ψMq −ψMd

]
·
[
iBd

iBq

]
+kC

[
x
y

]
(1)

where iBd and iBq are the components of the suspension force
windings current on the d-q axis; ψMd and ψMq are the compo-
nents of the torque gap magnetic chain on the d-q axis; kM is
the Maxwell force constant; kL is the Lorentz force constant;
and kC is the constant coefficient.
Considering the mutual interaction and eccentric displace-

ment of windings and rotor, the mathematical model of electro-
magnetic torque of the BPMSM is established as:

Te = PMLM if iMq + xPBLCif iBd + yPBLCif iBq

+
[
iMd iMq

]
·
[
LCx −LCy
LCy LCx

]
·
[
−iBd

iBq

]
(2)

where PM and PB are the polar pair of the torque windings and
the suspension windings, respectively; iMd and iMq are respec-
tively the components of the torque windings current in the d-q
axis; and if is the equivalent current of the permanent magnet.
LM and LC are:

LM =
µ0πlrN

2
1 k

2
1

4δ0

LC =
µ0πlrN1N2k1k2

8δ20

(3)

where µ0 is the vacuum permeability; N1 andN2 are the num-
ber of turns of torque windings and suspension windings, re-
spectively; k1 and k2 are the distribution coefficient of torque
windings and suspension windings, respectively; l is the length
of the motor rotor; r is the radius of the motor rotor; and δ0 is
gas length.
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Because the values of the rotor eccentric displacement x and
y are very small and negligible in the electromagnetic torque,
the mathematical model of the BPMSM can be integrated as:



Fx = (kM + kL)(ψMdiBd + ψMqiBq) + kCx

Fy = (kM + kL)(ψMqiBd − ψMdiBq) + kCy

Te = PMLM if iMq

ψMd = LMdiMd + ψf

ψMq = LMqiMq

(4)

where LMd and LMq are respectively the components of the
torque windings inductance on the d-q axis, and Ψf is the mag-
netic chain of the BPMSM.
According to the rotor dynamics theory, the rotor dynamic

equation of the BPMSM is:


Jω̇r

PM
= Te − T

mẍ = Fx − fx

mÿ = Fy − fy

(5)

wherem is the mass of the rotor; fx and fy are the interference
force applied along x and y, respectively; J is the inertia of the
rotor; ωr is the angular velocity of the rotor; and TL is the load
torque.

2.3. Reversibility Analysis
(1) The inverse system concept
For a general system with p-dimensional input and q-

dimensional output, there is a set of definite initial states
X(t0) = X0. The general expression of the system can be
expressed as:

{
ẋ = f(X,U)
Y = h(X,U)

X(t0) = X0 (6)

where U = (u1, u2, . . ., up)T is the p-dimensional input vari-
able;X= (x1, x2, . . ., xw)T is thew-dimensional state variable;
Y = (y1, y2, . . ., yq)T is the q-dimensional input variable.
Let the operator satisfying the input to output mapping rela-

tionship be θ, then have:

Y = θU (7)

If a systemQ exists, taking the desired outputY of the above
system as the systemQ input and the inputU as the output of the
system, calling the system Q the inverse system of the original
system.
(2) The reversibility discrimination
To achieve the decoupling control between the angular ve-

locity and radial displacement of the BPMSM, with angular ve-
locity ωr and radial displacement x, y as the output variables of
the inverse system. The state variable X, input variable U, and

output variable Y are set as:
X = (x1, x2, x3, x4, x5)

T = (x, y, ẋ, ẏ, ωr)
T

U = (u1, u2, u3, u4)
T = (iMd, iMq, iBd, iBq)

T

Y = (y1, y2, y3)
T = (x, y, ωr)

T

(8)

Replacing Equations (4) and (8) into Equation (5) can obtain
the equation of state of the BPMSM as follows:

ẋ1 = x3

ẋ2 = x4

ẋ3 =
kM + kL

m
(LMdu1u3 + LMqu2u4 + ψfu3)

+
kC
m
x1 −

1

m
fx

ẋ4 =
kM + kL

m
(LMqu2u3 − LMdu1u4 + ψfu4)

+
kC
m
x2 −

1

m
fy

ẋ5 =
P 2
MLM if
J

u2 −
PM

J
TL

(9)

Guide the output variable Y until each component contains
the input variable U, available:

ÿ1= ẍ1= ẋ3=
kM+kL

m (LMdu1u3+LMqu2u4+ψfu3)

+ kC

m x1 − 1
mfx

ÿ2= ẍ2= ẋ4=
kM+kL

m (LMqu2u3−LMdu1u4+ψfu4)

+ kC

m x2− 1
mfy

ẏ3= ẋ5=
P 2

MLM if
J u2− PM

J TL

(10)

The corresponding Jacobi matrix can be obtained:

A =

[
∂(ÿ1, ÿ2, ẏ3)

∂U

]
=
kM + kL

m
· LMdu3 LMqu4

LMdu4 −LMqu3
0 mP 2

MLM if/(JkM + JkL)

LMdu1 + ψf LMqu2
−LMqu2 LMdu1 + ψf

0 0

 (11)

The Jacobi matrix rank (A) = 3, and the relative order of the
system isα = (α1, α2, α3) = (2, 2, 1), meetsα1+α2+α3 ≤ 5,
then the BPMSM is reversible. The right-inverse system func-
tion can be expressed as:u = ϕ̄({y1, ẏ1, y2, ẏ2, y3}, v̂)

v̂ = [v̂1, v̂2, v̂3]
T

(12)

where v̂1 = a10y1+a11ẏ1+a12ÿ1, v̂2 = a20y2+a21ẏ2+a22ÿ2,
v̂3 = a30y3 + a31ẏ3, ϕ̄ is the equivalent operator.
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3. IGWO-LSSVM ALGORITHM

3.1. LSSVM Algorithm
The LSSVM adopts the optimization index of the square term
and replaces the equation constraint to transform the quadratic
programming problem into the solution of linear equations,
which simplifies the computational complexity and is widely
applied in function approximation and estimation [20].
LSSVM is used to fit the inverse system model to solve the
problems of traditional inverse system model solution method,
slow solution speed and dependence on exact mathematical
model.
Assuming that given the training sample {xk, yk}lk=1, k =

1, 2, . . . , l, xk, yk are the input and output, respectively, the non-
linear map φ(x) is used to map the sample from the original
space to the high-dimensional feature space. Construct the op-
timal linear regression function in this space:

y = ωTφ(x) + b (13)

where ω is the weight vector of the determined feature space,
and b is the threshold value.
Using formula (13) to fit the sample, the optimization prob-

lem for the LSSVM is defined as

min J(ω,e) = 1

2
ωTω +

1

2
c

n∑
i=1

e2i (14)

where e is the relaxation factor, c the regularization parameters,
and n the number of training samples in the training set.
The constraint can be expressed as follows.

yi = ωTφ(xi) + b+ ei, i = 1, . . . , n (15)

The joint Equations (13) and (14) construct the Lagrange
functions:

L(ω, b, e, α) =
1

2
∥ω∥2 + 1

2
c

n∑
i=1

e2i

−
n∑

i=1

αi(ω
Tφ(xi) + b+ ei − yi) (16)

where α is a Lagrange multiplier.
To find the minimum value of the Lagrange according to the

Carlo-Kuhn-Tker (KKT) optimal condition:



∂L

∂ω
= 0 → ω =

n∑
i=1

αiφ(xi)

∂L

∂b
= 0 →

n∑
i=1

αi = 0

∂L

∂ei
= 0 → ei =

αi

c

∂L

∂αi
= 0 → ωTφ(xi) + b+ ei − yi = 0

(17)

Put Equation (17) into the regression function (13) to obtain
an analytical solution to the optimization problem:[

0 ITN
IN Ω+ c−1I

] [
b
α

]
=

[
0
y

]
(18)

where y = [y1, . . ., yn]T, IN ∈ RN, Ω = k(xi, xj) is the Gaus-
sian kernel satisfying the Mercer condition.
The regression equation for the inverse system is:

y(x) =
n∑

i=1

αik(x, xi) + b (19)

whereK(x, xi) = exp(−||x−xi||2
2σ2 ) is the Gaussian kernel func-

tion, and σ2 is the kernel width.

3.2. GWO Algorithm
GWO is an intelligent group optimization algorithm that sim-
ulates the hierarchical level and hunting mechanism of natural
grey wolves. It is widely used for the advantages of fewer pa-
rameters, easy implement, strong convergence and so on in the
field of parameter optimization.
The hierarchy of the pyramid of the grey wolves group is

shown in Fig. 3. The figure shows that the top leader γ wolves
are at the top of the pyramid and are responsible for feeding and
making decisions. In the second level of the pyramid, ε wolves
are mainly responsible for making decisions and feed the infor-
mation back to other wolves. The η wolves are located in the
third layer of the pyramid and are the executor of γ wolves and
ε wolves decisions. At the bottom of the pyramid is θ wolves,
who are responsible for helping to catch prey.
In the GWO, γ wolves lead other wolves to find and capture

the prey. When the grey wolves are very small from the prey
range, γ wolves command b wolves and η wolves to siege the
prey and let θ wolves kill the prey. The position update process
of the individual grey wolf is shown in Fig. 4.
The implementation of the GWO includes three main parts:
(1) surrounding the prey
The behavior of wolves encircling their prey can be ex-

pressed as: 

D⃗ =
∣∣∣V⃗ · X⃗p (t)− X⃗ (t)

∣∣∣
X⃗ (t+ 1) = X⃗p (t)− A⃗ · D⃗

A⃗=z⃗
(
2h⃗1 − 1

)
V⃗ = 2h⃗2

(20)

where D⃗ is the distance to the prey; t is the number of updates;
V⃗ and A⃗ are the coefficient vector; X⃗ (t) is the position vector

of the grey wolf after t iteration; X⃗ (t+ 1) is the position vector

of the grey wolf after t+1 iteration; X⃗p (t) is the position vector

of the prey after t iteration; h⃗1, h⃗2 are random values within [0,
1]; z⃗ is the convergence factor; and the value range is [0, 2].
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FIGURE 3. Wolf pack level pyramid structure diagram.
FIGURE 4. Grey wolf location update process diagram.

(2) Eating prey on prey
When the grey wolf is hunting, the three wolves γ, ε, and η

seek and approach the prey. The mathematical expression of
this process is as follows:

D⃗γ =
∣∣∣V⃗1 · X⃗γ − X⃗

∣∣∣
D⃗ε =

∣∣∣V⃗2 · X⃗ε − X⃗
∣∣∣

D⃗η =
∣∣∣V⃗3 · X⃗η − X⃗

∣∣∣ (21)

where X⃗γ , X⃗ε, and X⃗η represent the optimal positions of γ, ε,

η, respectively; D⃗γ , D⃗ε, D⃗η represent the distance between the

γ, ε and η optimal wolf and prey, respectively; V⃗1, V⃗2, V⃗3 are
the corresponding random coefficient vectors; X⃗ represents the
position vector of the grey wolf.
To update the location of the grey wolf population through

the leadership of γ, ε, and η:
X⃗1 =

∣∣∣X⃗γ − A⃗1D⃗γ

∣∣∣
X⃗2 =

∣∣∣X⃗ε − A⃗2D⃗ε

∣∣∣
X⃗3 =

∣∣∣X⃗η − A⃗3D⃗η

∣∣∣
(22)

X⃗ (t+ 1) =

(
X⃗1 + X⃗2 + X⃗3

)
3

(23)

where A⃗1, A⃗2, A⃗3 are the calculated different coefficients; X⃗1,
X⃗2, X⃗3 represent the updated positions of γ, ε, and η, respec-
tively.
(3) Attacking the prey
Attacking the prey to determine the position of the prey is

also the process of obtaining the optimal solution, which is
mainly realized by decreasing the convergence factor z⃗ from
2 to 0 in the iterative process, and the group obtains the optimal
solution after the iteration. Since the value of z⃗ is decreased, A⃗

is also decreased in [−2z, 2z]. When
∣∣∣A⃗∣∣∣ ≤ 1, the wolves are

forced to attack the prey. When
∣∣∣A⃗∣∣∣ > 1, the grey wolves are

forced to diverge from the prey.

3.3. Improvements of the GWO
(1) Nonlinear adjustment of the convergence factor
The efficient global search function ensures that the al-

gorithm is not localized optimal solution, and efficient local
search function ensures more accurate data and better algo-
rithm convergence. The size of the convergence factor di-
rectly affects the optimization performance of the algorithm.

At
∣∣∣A⃗∣∣∣ ≤ 1, the local search capability is strengthened, and

the convergence rate increases; at
∣∣∣A⃗∣∣∣ > 1, the global search

capability is high. In the traditional GWO, the convergence fac-
tor z decreases linearly with the increase of iterations, which is
not consistent with the actual optimization process, and there
are problems such as falling into local optimum and slow con-
vergence rate. Therefore, the convergence factor is adjusted
nonlinearly, and the adjustment formula is:

z = (zmax − zmin)

(
1− sin

(
πt

2Tmax

)λ
)

(24)

where zmax is equal to 2, which is the maximum of z, and zmin
is equal to 0, which is the minimum of z. λ is the adjustment
parameters which is equal to 3 in this paper; t is the current it-
erations, and Tmax is the maximum number of iterations. The
comparison of the convergence before and after the improve-
ment is shown in Fig. 5.
As can be seen from Fig. 5, in the early iteration stage, the

reduced rate of the improved z is slower, which is beneficial
for jumping out of the local optimal and improving the global
search efficiency. In the late iteration stage, the reduced rate of
the improved z is rapid, which is beneficial for the algorithm
convergence and improvement of the accuracy of local search.
It follows that the improved convergence factor balances the
overall search power of the algorithm.
(2) Adaptive location update strategy
During the iteration of the GWO, without reaching the orig-

inal γ, ε, and η solutions, the pack still updates to this position.
At this time, the wolves cannot find the global optimum and
the global optimal solution. Therefore, in order to avoid hunt-
ing failure due to superior wolves judgment errors, this paper
proposes an adaptive position updating strategy. In traditional
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FIGURE 5. Comparison of the convergence before and after the improve-
ment.

FIGURE 6. Flow chart of the optimization parameters of the IGWO.

GWO, the grey wolf individual position update does not con-
sider γ, ε, η three wolves between class and decision-making
ability, and this paper according to the proportion of fitness
value calculation three wolves weight γ, ε, η makes each in-
dividual quickly move to the optimal position, grey wolves in-
dividual to γ, ε, η three wolves distance weight expression are:

W1 =
|X⃗1|

|X⃗1|+|X⃗2|+|X⃗3|+k

W2 =
|X⃗2|

|X⃗1|+|X⃗2|+|X⃗3|+k

W3 =
|X⃗3|

|X⃗1|+|X⃗2|+|X⃗3|+k

(25)

where to avoid a zero denominator, k takes the constant 10−9.
At the same time, according to the weight formula, the adap-

tive formula for the individual position update of grey wolves
is proposed as

X⃗(t+1)=
W1X⃗1+W2X⃗2+W3X⃗3

3

(
1− t

Tmax

)
+X⃗1

t

Tmax
(26)

4. THE ESTABLISHMENT OF IGWO-LSSVM GENER-
ALIZED INVERSE SYSTEM

4.1. Parameter Optimization Based on IGWO
The kernel function parameter and regularization parameter af-
fect the decoupling performance of the LSSVM inverse system,
so IGWO is selected for its optimal configuration. The flow of
the IGWO for finding the parameters of the kernel function and
the regularization parameters is shown in Fig. 6.

1) The GWO is initialized, and the relevant parameters in-
clude the dimension of the input data set, the optimization
boundary, the number of iterations, and the location of the
initial wolf pack.

2) Initialize the wolf population and use σ and c to describe
the location vector for each wolf.

3) Update the convergence factor and the individual location
of the grey wolf according to Equations (23), (24), and
(25), respectively.

4) Determine whether the number of iterations has reached
the maximum, and if so, end the iteration and get the op-
timized parameters. Otherwise, skip to step 3 to optimize
the parameters continuously.

5) Output the optimal parameters σ and c.

In order to verify the superiority of IGWO, the parameters
of LSSVM are optimized by using different methods respec-
tively. Fig. 7 shows the comparison curves of iterative conver-
gence, where the yellow line is PSO; the blue line is GA; the red
line is IGWO. As can be seen from Fig. 6, the curve of IGWO
is smoother than others. The number of iterations using PSO
is 92, and the fitness value tends to be stable. The number of
iterations using GA is 58, and the fitness value tends to be sta-
ble. The number of iterations using IGWO is 41, and the fitness
value tends to be stable. From the comparison results, it can be
found that the IGWO has higher convergence accuracy and not
easy to fall into the local optima.

4.2. Decoupling Modeling Based on IGWO-LSSVM Inverse Sys-
tem
In general, in order to better decouple the multi-input andmulti-
output the BPMSM system into a simple system, the right in-
verse system function is Equation (12), selecting a10 = 1,
a11 = 1.414, a12 = 1, a20 = 1, a21 = 1.414, a22 = 1, a30 = 1,
a31 = 1. BPMSM is eventually decoupled into the simplest one
first-order and two second-order systems, as shown in Fig. 8.
To verify the fitting effects of the IGWO-LSSVM, the ro-

tor displacement is used as an example to test the output char-
acteristics of fitting based on the LSSVM inverse system and
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FIGURE 7. Comparison curves of iterative convergence. FIGURE 8. Equivalent pseudo-linear system.

FIGURE 9. The fitting performance cures.

IGWO-LSSVM inverse system. Fig. 9 shows the fitting perfor-
mance cures, where the black line is the actual output radial dis-
placement of the systemmodel simulation; the dotted line is the
IGWO-LSSVM inverse system tracking output of the motor;
and the red line is the LSSVM inverse system tracking output of
the motor. As can be seen from Fig. 9, the IGWO-LSSVM in-
verse system can well realize the displacement fitting output to
the system, and the fitting accuracy is higher than the LSSVM.
The specific steps for identifying the generalized inverse sys-

tem of the BPMSM are as follows:

(1) Acquisition of the data samples. The simulation model is
excited by inputting the random current excitation signal,
setting the sampling time of 0.1ms and the running time of
1 s to sample the motor speed and radial displacement out-
put signal. 1000 sets of sample data are obtained. The in-
put variable isX = (ẍ, ẋ, x, ẏ, ẏ, y, ω̇,ω)T , and the output
variable is Y = (imd, imq, ibd, ibq)T , 70% as the training
sample and 30% as the test sample.

(2) Training of the LSSVM. Based on the LSSVM input ob-
tained from sampling, sample data are output, training on
LSSVM and establishing inverse model of the BPMSM,
and using the IGWO algorithm to optimize the σ and
c. The improved parameters enable the output value of
LSSVM to better approximate the expected value.

(3) Fig. 10 is the decoupling control block diagram of the
BPMSM, which is mainly composed of an inverse system

of the original system obtained by IGWO-LSSVM and
the compound controlled object. The proportional inte-
gral differential (PID) and proportional integral (PI) mod-
ules are used for system displacement and rotational speed
regulation, respectively.

5. SIMULATION TEST
In order to verify the feasibility and superiority of the method
proposed in this paper, conduct simulation tests and compare
with the traditional LSSVM inverse system control method un-
der the same conditions, and the specific simulation results are
analyzed as follows. The parameters of BPMSM used in the
simulation are shown in Table 1.
The simulation curves of the dynamic decoupling of the

BPMSM are shown in Fig. 11. From 0 s to 0.25 s, the speed
is 3000 r/min, and after 0.25 s, adjust the given speed to
5000 r/min. As can be seen from Fig. 11, under the traditional
LSSVM inverse system control method, it takes 65ms to reach
the maximum, and it is adjusted by 26ms to reach the steady
state. The overshoot is 6%. Under the proposed method, it
takes 57ms to reach the maximum, reaching the steady state
of 14ms, and the overshoot is 2%. At the same time, under
the traditional LSSVM inverse system control method, the
disturbance amplitudes of the radial displacement in the x-
and y-directions are 22µm and 28µm, respectively, while the
radial displacement in the x- and y-directions has basically
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FIGURE 10. Block diagram of decoupling control of BPMSM based on IGWO-LSSVM inverse system.

TABLE 1. Parameters of the prototype machine.

Symbol QUANTITY Value

Un Rated voltage (V) 220

Pn Rated power (kW) 1.1

nn Rated speed (r/min) 5000

PM Pole-pair number of torque windings 2

PB Pole-pair number of suspension force windings 1

δ Air gap length (mm) 2

δ0 Air gap length of the auxiliary bearing (mm) 0.3

Ψf Flux of the permanent magnet (Wb) 0.125

m Rotor mass (kg) 0.8

no disturbance under the method proposed in this paper.
The simulation tests prove that the proposed method has a
better speed adjustment performance and dynamic decoupling
performance.
The simulation curves of the static decoupling of the

BPMSM are shown in Fig. 12. After a stable suspension of
the rotor, at t = 0.2 s, a 100µm step signal is given to the
x direction. Under the traditional LSSVM inverse system
control method, the overshoot of the displacement curve in the
x direction is 48%, and the adjustment time is 44ms. Due to
the coupling relationship between the suspended force currents,
a disturbance with the amplitude of 33µm is caused in the y
direction. Under the control method, the displacement curve
in the x direction underwent an adjustment time of 20ms to
reach 100µm almost without overshoot, and the displacement
curve in the y direction is generated without a disturbance. The
simulation tests show that the proposed method can achieve
decoupling control between x direction displacement and y
direction displacement with excellent performance.

The comparative curves of anti-interference performance
simulation tests of the BPMSM are shown in Fig. 13. When
the rotor is running at 5000 r/min and stably suspended, a 20N
interference force is applied to the rotor at t = 0.15 s and
t = 0.35 s along the x- and y-directions, respectively. Un-
der the traditional LSSVM inverse system control method, the
disturbance amplitudes of the radial displacement in the x-
and y-directions are 32µm and 36µm, respectively, and the
adjustment time is 50ms, while under the proposed control
method, the disturbance amplitudes in the x- and y-directions
are 24µm and 30µm, respectively, and the adjustment time is
about 38ms. The simulation proves that the proposed method
has superior anti-interference performance and better robust-
ness.

6. EXPERIMENT RESEARCH

6.1. Experimental Platform and Prototype Parameters
In order to verify the feasibility of the IGWO-LSSVM in-
verse system decoupling control method, the experimental plat-
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FIGURE 11. Simulation curves of dynamic decoupling of the BPMSM.

FIGURE 12. Simulation curves of static decoupling of the BPMSM. FIGURE 13. Displacement simulation curves of anti-interference of the
BPMSM.

form with DSP TMS320F28335 as the core digital controller as
shown in Fig. 14 is constructed, mainly including: the BPMSM
prototype, digital signal processor (DSP), eddy current sensor,
DC power, and power drive circuit board. The relevant param-
eters of the experimental prototype are shown in Table 1. The
specific control process of the BPMSM is as follows. As shown
in Fig. 14, the master computer uses the simulator to write the
program into the DSP. After the rotor positioning, the BPMSM
pulse signal and check signal are obtained by the photoelectric
encoder, which are input into the DSP through the signal condi-
tioning circuit to obtain the speed of rotation and the direction
of rotation at this time. Thex- and y-axis displacement signal of
the rotor is obtained by using the eddy current sensor and input
into the DSP. According to the speed and displacement signal,
DSP outputs two sets of pulse width modulation (PWM) waves
to the power drive circuit board and generates the three-phase

suspension force windings control current and the three-phase
torque windings control current, so as to realize the real-time
control.

6.2. Dynamic Decoupling Experiment

The experimental waveforms of rotational speed and radial dis-
placement in the x- and y-directions when the speed accelerates
from 3000 r/min to 5000 r/min are shown in Fig. 15.
As shown in Fig. 15, when the speed of the motor accelerates

from 3000 r/min to 5000 r/min, the overshoot of the traditional
LSSVM inverse system control method is 8%, and the regula-
tion time is 161ms, while the regulation time is 82ms of the
proposed method, and there is almost no overshoot. For the ra-
dial displacement, the disturbance amplitudes of the traditional
LSSVM inverse system control method are 39µm and 48µm
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FIGURE 14. The BPMSM experimental platform.

(a) (b)

FIGURE 15. Experimental waveforms of dynamic decoupling performance under different methods. (a) Traditional LSSVM inverse system control.
(b) Proposed method.

in the x- and y-directions, respectively, while the disturbance
amplitudes in the x- and y-directions of the proposed method
are reduced by 25.6% and 27.1%, respectively. The experimen-
tal waveforms of dynamic decoupling show that the proposed
method has better speed regulation performance and superior
dynamic decoupling performance.

6.3. Static Decoupling Experiment

Figure 16 is the experimental waveforms of the static decou-
pling performance of the BPMSM control system, giving a
paranoid signal of 100µm along the x direction when the motor
is suspended stably. The overshoot of the traditional LSSVM
inverse system control method is 31% in the x direction, and
the adjustment time is 93ms, while the overshoot of the method
proposed in this paper is 5% in the x direction, and the adjust-

ment time is 67ms. Because the suspension force control cur-
rent is coupled in the x- and y-directions, after applying the bias
signal, the displacement waveforms in the y direction produce a
peak disturbance of 28µm under the traditional inverse system
control method, while under the proposed control method, the
displacement waveforms in the y direction is generated without
disturbance. The experimental results prove that the proposed
IGWO-LSSVM inverse system decoupling control method has
superior static decoupling performance and can better realize
the decoupling control between suspension forces.

6.4. Disturbance Experiment

The anti-interference experimental waveforms of the system
under different control methods are shown in Fig. 17. When
the motor is running at 5000 r/min and stably suspended, a 20N
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(a) (b)

FIGURE 16. Experimental waveforms of static decoupling performance (a) displacement waveforms in the x direction (b) displacement waveforms
in the y direction.

(a) (b)

FIGURE 17. Anti-interference experimental waveforms of BPMSM. (a) Traditional LSSVM inverse system control. (b) Proposed method.

force is applied to the rotor along the y direction. Because of
the coupling relationship of the suspension force control cur-
rent in the x- and y-directions, the continuous interference force
causes the fluctuation in the x- and y-directions. It is known
from Fig. 17(a), based on the traditional LSSVM inverse sys-
tem control method, the disturbance amplitudes are 28µm and
39µm in the x- and y-directions, respectively, and the adjust-
ment time is 142ms. It is known from Fig. 17(b) that based
on the decoupling control method proposed in this paper, the
disturbance amplitudes are 22µm and 29µm in the x- and y-
directions, respectively, and the adjustment time is 94ms. The
disturbance amplitude is reduced by 21.4% and 25.6% in the
x- and y-directions, respectively, and the adjustment time is
reduced by 33.8% under the proposed method in this paper.
The experimental results prove that the proposed decoupling
control method has superior decoupling performance and anti-
interference ability.

7. CONCLUSION
The characteristics of nonlinear and strong coupling of the
BPMSM hinder its development to the field of high speed and
high precision. To achieve the dynamic decoupling of the
BPMSM torque and radial suspension force, a kind of decou-
pling control method for the inverse system based on IGWO-
LSSVM is proposed in this paper. The following conclusions
are obtained:

1) The mathematical model of the BPMSM is established,
and its reversibility is proved, while optimizing the ker-
nel function parameters and regularization parameters of

LSSVM through IGWO to fit the inverse systemmore pre-
cisely.

2) The decoupling performance of the BPMSM under the
proposed IGWO-LSSVM inverse system control method
and the traditional LSSVM inverse system control method
are compared, and the feasibility and superiority of the
proposed method are proved.

3) The BPMSM digital control system is constructed, and
the rotational speed response experiments and anti-
interference experiments are performed, which further
verifies that the proposed method has superior dynamic
and static decoupling performance and anti-interference
characteristics.
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