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ABSTRACT: The positive-definite stability analysis (PDSA) is presented as a technique complementary to the companion-matrix stability
analysis (CMSA). The PDSA is used to analyze the stability of marching-on-in-time (MOT) schemes. The heart of the PDSA is formed
by the analysis on particular linear combinations of interaction matrices from an MOT scheme, which are assumed to be real-valued. If
these are all positive definite, then the PDSA guarantees the stability of the scheme. The PDSA can be of a lower complexity than the
full CMSA. The construction of the PDSA is shown and applied to two numerical examples.

1. INTRODUCTION

Several spatial-temporal discretizations of theMaxwell equa-
tions result in a marching-on-in-time (MOT) scheme, i.e., a

scheme where the unknowns at the current time step only de-
pend on the unknowns at previous time steps [1]. Examples
are the spatial-temporal discretization of the time domain sur-
face [1–6] and volume [7, 8] integral equations, abbreviated
as TDSIE and TDVIE, respectively. To test the stability of
the resulting MOT-scheme, i.e., whether its solution remains
bounded as the number of time steps goes to infinity, it is com-
mon to run the simulation for a large number of time steps
and observe either an exponential increase or decrease of the
solution. However, this does not demonstrate stability. Per-
forming the companion-matrix stability analysis (CMSA) [2–
8] is a way to demonstrate stability for a MOT-scheme. This
stability analysis requires the eigenvalue decomposition of the
companion matrix for which all eigenvalues have to lie within
the unit circle to guarantee stability. The evaluation of the
eigenvalues is computationally expensive, as it scales cubically
with the dimensions of the companion matrix [9]. In turn, for
MOT-schemes based on TDSIEs and TDVIEs, the dimension
of the companion matrix scales superlinearly with the num-
ber of spatial unknowns [2–8]. Therefore, the CMSA is only
used for MOT-schemes with a relatively small number of spa-
tial unknowns. We present a complementary stability analysis
in the form of the positive-definite stability analysis (PDSA).
The PDSA can have a lower computational complexity than
the CMSA, which would enable a stability analysis for MOT-
schemes with a higher number of spatial unknowns.

2. COMPANION MATRIX STABILITY ANALYSIS
The companion matrix stability analysis (CMSA) is used to an-
alyze the stability of a marching-on-in-time (MOT) scheme that
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takes the general form [1–8]

Z0Jn = Ei
n −

n−1∑
n′=n−ℓ

Zn−n′Jn′ , (1)

with time step index n at which we intend to compute the un-
known vector Jn based on the solutions for earlier time steps
and the excitation vector Ei

n. The interaction matrices Zn−n′

are pre-computed for n − n′ = 0, . . . , ℓ. The vectors and ma-
trices in the MOT-scheme are of dimension M and M × M ,
respectively. In the CMSA, we consider the system without
exterior excitation, i.e., Ei

n = 0 in Equation (1). In a stable
MOT-scheme the Jn should go to zero for n → ∞. The relation
between consecutive solutions Jn is defined by the companion
matrix [2, 5]

Q =


Q1 Q2 · · · Qℓ−1 Qℓ

I 0 · · · 0 0

0 I
. . .

...
...

...
. . . . . . 0 0

0 · · · 0 I 0

 . (2)

The companion matrix is of dimension ℓM × ℓM and consists
of theM ×M matrix blocks

Qℓ = −Z−1
0 Zℓ. (3)

The solution of the unexcited system is bounded if all com-
panion matrix eigenvalues, λ, satisfy |λ| < 1 or if |λ| = 1
the algebraic multiplicity is equal to the geometric multiplic-
ity [2, 5]. The computational complexity, i.e., the number of
floating-point operations, of obtaining these eigenvalues scales
asO(ℓ3M3) [9]. We assume that all vector andmatrix elements
in the MOT-scheme are real-valued.

71doi:10.2528/PIERL23112406 Published by THE ELECTROMAGNETIC ACADEMY

https://doi.org/10.2528/PIERL23112406


van Diepen, van Beurden, and Dilz

3. COMPLEMENTARY STABILITY ANALYSIS
The polar representation of a complex companion-matrix
eigenvalue is λ = Aejθ. The value A is the eigenvalue
modulus, by definition A ≥ 0, and for a fixed argument of
the eigenvalue, i.e., θ, the eigenvalue is somewhere on the
semi-infinite line λ(A) = Aejθ with A ≥ 0 in the complex
plane, see Figure 1(a). If the eigenvalue with argument θ
has modulus smaller than one, i.e., A < 1, the eigenvalue is
inside the unit circle and the part of the solution generated
by this eigenvalue remains bounded as time goes to infinity.
Introducing the coordinate transformation A = 1 + α as
illustrated in Figure 1(b), the stability condition becomes
α ∈ R−, where R− is the set of all negative real numbers. The
values of α < −1, i.e., a negative modulus A < 0, are covered
in the analysis by changing the argument of analysis from θ to
θ + π. The values of α ∈ C\R are covered in the analysis by
changing the argument of analysis to a different value for θ.
We proceed by making a link between the companion-matrix

eigenvalues λ and the real-valued roots of a to-be-constructed
polynomial in α. The polynomial in α has coefficients that are
composed of weighted linear combinations of interaction ma-
trices. We analyze the positive definiteness of these weighted
linear combinations and derive a set of sufficient conditions
for stability. Hence, we refer to this procedure as the positive-
definite stability analysis (PDSA).

3.1. Construction of a Polynomial in α

To construct a polynomial in α to determine whether CMSA
eigenvalues with argument θ satisfy the condition α ∈ R−, we
consider the matrix polynomial represented by the eigenvalue
and eigenvector pair, λ and vQ. The eigenvector vQ is of di-
mension ℓM . Eachλ-vQ pair of the companionmatrix in Equa-
tion (2) has to satisfy the eigenvalue-eigenvector relation [10]

(Q− λI) vQ =



Q1 − λI Q2 Q3 · · · Qℓ−1 Qℓ

I −λI 0 · · · 0 0

0 I −λI
. . .

...
...

...
. . .

. . .
. . . 0 0

...
. . .

. . . −λI 0
0 · · · · · · 0 I −λI


vQ = 0.

(4)

Each block row in the above equation, apart from the first
one, has an−λI block after the block I, which enforces a scaling
by λ between the ℓ consecutive blocks of vQ, i.e., vQ has the
following structure

vQ =
[
λℓ−1v, λℓ−2v, . . . , λv, v

]T
, (5)

where T denotes the transpose. We refer to v as the sub-
eigenvector of the companion matrix, which is of dimension
M . Consequently, the partitioning of vQ in Equation (5) auto-
matically satisfies all the block rows in (4), except for the first
one. Thus, v still has to satisfy[
λℓ−1(Q1 − λI) + λℓ−2Q2 + . . .+ λQℓ−1 +Qℓ

]
v = 0. (6)

Substitution of Equation (3) in the above equation results in

[λℓZ0 + λℓ−1Z1 + λℓ−2Z2 + . . .+ λZℓ−1 + Zℓ]v = 0. (7)

The eigenvalues λ = (1 + α)ejθ on the pertaining line in Fig-
ure 1(b) then yield, via the binomial theorem,

λℓ = (1 + α)ℓejℓθ = ejℓθ
ℓ∑

k=0

(
ℓ

k

)
αk. (8)

Substitution of this expression in (7) and grouping terms of
equal power in α yields

[
αℓZ0 + αℓ−1

{
ℓZ0 + e−jθZ1

}
+αℓ−2

{( ℓ

ℓ− 2

)
Z0 + (ℓ− 1)e−jθZ1 + e−j2θZ2

}
+ . . .

+α
{
ℓZ0 + (ℓ− 1)e−jθZ1 + . . .+ e−j(ℓ−1)θZℓ−1

}
+
{
Z0+e−jθZ1 + . . .+ e−j(ℓ−1)θZℓ−1+e−jℓθZℓ

}]
v=0. (9)

We have now obtained a complex-valued matrix polynomial
in α. Pre-multiplication of (9) by the conjugate transpose of
v with phase offset ϕ, i.e., e−jϕvH with H denoting the conju-
gate transpose, yields a polynomial in α with complex scalar
coefficients, i.e.

αℓvHe−jϕZ0v+ αℓ−1vH
{
ℓe−jϕZ0 + e−j+(θ+ϕ)Z1

}
v+

αℓ−2vH
{( ℓ

ℓ− 2

)
e−jϕZ0 + (ℓ− 1)e−j(θ+ϕ)Z1 + e−j(2θ+ϕ)Z2

}
v+

. . .+

αvH
{
ℓe−jϕZ0 + (ℓ− 1)e−j(θ+ϕ)Z1 + . . .+ e−j((ℓ−1)θ+ϕ)Zℓ−1

}
v+

vH
{
e−jϕZ0+e−j(θ+ϕ)Z1+. . .+e−j((ℓ−1)θ+ϕ)Zℓ−1+e−j(ℓθ+ϕ)Zℓ

}
v

= 0, (10)

where each coefficient consists of a weighted sum of interaction
matrices with a still free-to-choose parameter ϕ.

3.2. Cornerstone of the PDSA: Descartes' Rule of Signs

In Equation (10) we obtained a polynomial in α with com-
plex scalar coefficients. Unfortunately, not much can be said
about the solutions of such polynomials. However, if we ob-
tain a polynomial in α with real-valued scalar coefficients, we
can apply Descartes’ rule of signs [11], which states that the
real-valued roots of a polynomial equation all satisfy α ∈ R−,
if the real-valued scalar coefficients all have equal sign. To
obtain a polynomial in α with the same real-valued roots as
Equation (10), but now with real-valued scalar coefficients, we
use the fact that a polynomial with conjugated coefficients has
the same real-valued roots. So, adding two polynomials with
complex conjugated polynomial coefficients, results in a poly-
nomial with the same real-valued roots, but with real-valued
polynomial coefficients. Thus, the following polynomial has
the same real-valued roots as the polynomial in Equation (10)

αℓvH
{
e−jϕZ0

}S
v+ αℓ−1vH

{
ℓe−jϕZ0 + e−j(θ+ϕ)Z1

}S
v+

αℓ−2vH
{( ℓ

ℓ− 2

)
e−jϕZ0 + (ℓ− 1)e−j(θ+ϕ)Z1 + e−j(2θ+ϕ)Z2

}S

v+
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FIGURE 1. (a) We limit the CMSA to the eigenvalues with argument θ represented by the line λ(A) = Aejθ with modulus A ≥ 0. The part of the
solution generated by these eigenvalues are bounded as the number of time steps goes to infinity if we can prove that A < 1. (b) The figure shown
in (a) but under the coordinate transformationA = 1+α. The eigenvalues on λ(A) = Aejθ withA ≥ 0 are represented by λ(α) = (1+α)ejθ with
α ∈ R. The stability condition then becomes α ∈ R−. The values α < −1, i.e., a negative modulusA < 0, are covered in the analysis by changing
the argument of analysis θ to θ + π. The values of α ∈ C\R, are covered in the analysis by changing the argument of analysis to a different θ.

. . .+

αvH
{
ℓe−jϕZ0 + (ℓ− 1)e−j(θ+ϕ)Z1 + . . .+ e−j((ℓ−1)θ+ϕ)Zℓ−1

}S
v+

vH
{
e−jϕZ0+e−j(θ+ϕ)Z1+. . .+e−j((ℓ−1)θ+ϕ)Zℓ−1+e−j(ℓθ+ϕ)Zℓ

}S
v

= 0, (11)

where S denotes the symmetric part of the matrix, e.g.,{
e−jϕZ0

}S
= 1

2 (e
−jϕZ0 + ejϕZH

0 ). This polynomial in α has
polynomial coefficients of the form vHDnv, where Dn repre-
sents the symmetric part of the weighted sum of interaction
matrices belonging to αℓ−n, which are of the following form

Dn(θ, ϕ) =

(
ℓ

ℓ− n

){
e−jϕZ0

}S
+

(
ℓ− 1

ℓ− n

){
e−j(θ+ϕ)Z1

}S

+

. . .+

(
ℓ− n

ℓ− n

){
e−j(nθ+ϕ)Zn

}S

. (12)

As the symmetric part of a matrix is always Hermitian [10],
the polynomial coefficients vHDnv are real, and we can ap-
ply Descartes’ rule of signs. If Dn is positive definite, i.e.,
vHDnv > 0 for any nonzero v ∈ C, for all n, then the real-
valued polynomial coefficients in Equation (11) are all positive,
irrespective of v. So, even though we use v in the construction
of the polynomial in Equation (11), we do not need to compute
it.

3.3. Positive-Definite Stability Analysis (PDSA)
At the start of Section 3, we found that the companion matrix
eigenvalues with argument θ have a modulus smaller than one,
i.e., lie within the unit circle, if α ∈ R−. In the preceding sec-
tion, we have shown that Descartes’ rule of signs guarantees
α ∈ R− if there is a value of ϕ for which each matrix Dn(θ, ϕ)
in (12) is positive definite for n = 0, . . . , ℓ. Combined, we can
formulate the positive-definite stability analysis (PDSA) as: a

sufficient condition for the companion-matrix eigenvalues with
argument θ to have a modulus smaller than one, i.e., lie within
the unit circle, is that all matrices Dn(θ, ϕ) as defined in Equa-
tion (12) are positive definite.
For θ = 0 and θ = π, the PDSA is further simplified.

As the interaction matrices are real, the companion matrix is
too, so are the sub-eigenvectors v pertaining to these arguments
θ [10]. Therefore, we can factorize the e−jϕ out of all the
polynomial coefficients in Equation (11), i.e., vHDn(θ, ϕ)v =
cos(ϕ)vTDn(θ, 0)v for θ ∈ {0, π}. Thus, we can set ϕ to zero.
It is possible that Dℓ (12) has a null space independent of ϕ,

i.e., Dℓ(θ, ϕ)v = 0 for v ̸= 0 for all ϕ. In that case, the pertain-
ing polynomial in α has the solution α = 0 with a multiplicity
equal to the dimension of the null space of Dℓ. This implies
that a number of eigenvalues is positioned on the unit circle
at λ = ejθ with algebraic multiplicity equal to the dimension
of the null space of Dℓ. The part of the solution generated by
these eigenvalues is only bounded if the geometric multiplicity
is equal to the algebraic multiplicity [5, 10].

4. NUMERICAL EXAMPLES

4.1. Second-Order Ordinary Differential Equation
We illustrate the use of the PDSA using the following second-
order ordinary differential equation (ODE)

dy2

dt2
+ p

dy
dt

+ y = E(t), (13)

with initial conditions y(t) = 0 and d
dty(t) = 0 for t ≤ 0 and

excitation functionE(t) = t for 0 ≤ t ≤ 1 and zero elsewhere.

The Green function pertaining the ODE (13) for |p| < 2 subject
to the initial conditions is given by

G(t− t′)=
1√

1− p2

4

e−
p
2
(t−t′) sin

√
1−

p2

4
(t− t′)

H(t− t′), (14)
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FIGURE 2. (a) The difference between the analytic solution yanalytic(t) based on the Green function in Equation (14) and the MOT-scheme solution
yMOT(t) from Equation (15) with∆t = 10−2, normalized to the envelope of the solution, yenvelope(t) shown in (b), for different values of p. (b) The
envelope yenvelope(t) of the analytic and MOT-scheme solution for a long simulation.
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FIGURE 3. The black dashed line indicates the unit circle in the complex plane, i.e., |λ| = 1. (a) The companion matrix eigenvalues λ belonging to
the MOT-scheme from Equation (15) for different values of p. (b) Zoom-in of the eigenvalues in (a).

with H(t − t′) the Heaviside step function. The solution y(t)
is found by convolution between the Green function and the
excitation function, i.e., yanalytic(t) =

∫
G(t− t′)E(t′)dt′.

Instead of finding the analytic solution to Equation (13), we
approximate the first- and second-order derivatives of the ODE
by the first- and second-order central finite difference approxi-
mations, such that we arrive at the recurrence relation
Z0yMOT((n+1)∆t)+Z1yMOT(n∆t)+Z2yMOT((n− 1)∆t) = E(n∆t),

(15)
for n ≥ 1, to obtain a MOT-scheme of the form (1) in which the
interaction matrices are now scalars, i.e., M = 1, with Z0 =(

1
∆t2 + p

2∆t

)
, Z1 =

(
1− 2

∆t2

)
and Z2

(
1

∆t2 − p
2∆t

)
. We set

∆t = 10−2 and compare the MOT-scheme and analytic solu-
tions for different values of p, i.e., p ∈ {−1,−10−4, 0, 10−4}.

The absolute difference between the analytic and MOT-
scheme solutions, normalized to the envelope of the solutions,
is shown in Figure 2(a), and it illustrates that the MOT-scheme
approximates the oscillations of the analytic solution up to an
accuracy of 0.02with respect to the peaks in the first three thou-
sand time steps of the simulation. Continuing the simulation
up to t = 106, the envelope is shown in Figure 2(b). We con-
clude that p = 10−4 will exponentially decrease over time;

p = 0 oscillates forever; and p = −10−4 and p = −1 will
increase exponentially over time. We will use the PDSA as de-
fined in Section 3.3 and compare these to the results shown in
Figure 2(b).
We start by computing the eigenvalue arguments θ. In Fig-

ure 3 we plot the companion matrix eigenvalues λ. We use
these eigenvalues to determine θ for each p. The eigenvalues
for p ∈ {10−4, 0,−10−4} are closely spaced together, see Fig-
ure 3(b), and the difference between the arguments is in the
order of 10−10. As we have defined θ for each value of the pa-
rameter p in (13), we can compute the matrices Dn(θ, ϕ) (12)
for n = 0, 1, 2 and check whether there is a value of ϕ for which
all matrices are positive definite. In this numerical example, the
matrices are scalars, i.e., M = 1, so the matrix is positive def-
inite if the corresponding scalar is larger than zero. We start
with the positive definiteness of D0(θ, ϕ) = {e−jϕZ0}S . The
interaction matrix Z0 is symmetric as it is a scalar, thus we can
rewrite the expression as D0(θ, ϕ) = cos(ϕ)Z0. As long as
Z0 is positive definite, then so is D0(θ, ϕ) for −π

2 < ϕ < π
2 ,

which limits the feasible values of ϕ. The values of the matrices
Dn(θ, ϕ) with−π

2 < ϕ < π
2 for n = 1 and n = 2 are shown in

Figure 4. The areas marked in these figures indicate the regions
where Dn(θ, ϕ) < 0.
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FIGURE 4. The PDSA for the MOT-scheme in Equation (15) which depends on p requires us to compute the eigenvalues of the matrices Dn(θ, ϕ)
defined in Equation (12) for a range of ϕ. As the matrices are scalars their eigenvalues correspond to the matrix value. The left (blue) and right
(orange) y-axis show D1(θ, ϕ) and D2(θ, ϕ), respectively. The blue and orange areas marked in (a)–(d) mark the areas where D1(θ, ϕ) < 0 and
D2(θ, ϕ) < 0, respectively. If the blue and orange area overlap, the area is marked as gray.

In the case p = 10−4, we can find a range of values for ϕ
in Figure 4(a) for which Dn(θ, ϕ) > 0 for n = 1 and n = 2.
Then, according to the PDSA, that is a sufficient condition for
the companion matrix eigenvalues with argument θ to have a
modulus smaller than one, i.e., within the unit circle. Thus, the
associated solution is bounded. This is in line with the results
shown in Figure 3(b), where the pertaining eigenvalue is inside
the unit circle, and the solution envelope in Figure 2(b), which
is bounded.
In the case p = 0, the matrix D1(θ, ϕ) in Figure 4(b) has

a dimension one null space independent of ϕ, i.e., as the ma-
trix D1(θ, ϕ) is a scalar, it is zero up to the finite precision of
the calculation for all ϕ. Then, according to the PDSA, there
is a single companion matrix eigenvalue at λ = ejθ. This is in
line with the results shown in Figure 3(b), where the pertaining
eigenvalue lies on the unit circle. Since there is only a single
eigenvalue in Figure 3(b) at ejθ and a complex conjugate in Fig-
ure 3(a), the pertaining solution is a pure oscillation, in line with
the solution envelope shown in Figure 2(b).
In the cases p = −10−4, see Figure 4(c), and p = −1, see

Figure 4(d), the matricesD1(θ, ϕ) andD2(θ, ϕ) are not positive
definite in the blue and orange marked regions, respectively.

Since these regions overlap, although barely in Figure 4(c),
there is no ϕ for which the matrices Dn(θ, ϕ) are positive def-
inite and the PDSA does not give a sufficient condition for the
companion matrix eigenvalues to be within the unit circle. This
is in line with the results shown in Figure 3(a) as the pertaining
eigenvalues have left the unit circle.

4.2. MOT-TDEFIE Stabilization

The MOT-TDEFIE is a spatial-temporal discretization of the
time-differentiated time domain electric field integral equation
(TDEFIE) [3–6] that results in aMOT-scheme of the form given
in Equation (1). The MOT-TDEFIE can be used to simulate
for example the surface current density on a perfect electric
conductive (PEC) 2 × 2m2 plate induced by a Gaussian plane
wave, as in Section 3 of [6]. As can be seen in Figure 5 in [6],
the MOT-TDEFIE suffers from late-time instability. The per-
taining unbounded solution is first observed as linear-in-time,
but the analysis in [5] predicts an exponential increase after ap-
proximately a hundred million time steps. This prediction is
based on companion-matrix eigenvalues pertaining the MOT-
TDEFIE interaction matrices. A part of these eigenvalues are
clustered around λ = 1, where half of this cluster resides out-
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FIGURE 5. (a) The companion matrix eigenvalues λ pertaining to the MOT-TDEFIE used in Section 3 of [6]. (b) A zoom-in at the eigenvalues
around λ = 1.
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FIGURE 6. The eigenvalues of the matrix Dn(0, 0) (12) for (a) n = 11, (b) n = 12 and n = 13 constructed from the MOT-TDEFIE interaction
matrices used in Section 3 of [6] with stabilization (δ = 10−4) and without stabilization (δ = 0). The blue area marks the region where some
eigenvalues of D12(0, 0) and D13(0, 0) are smaller than zero, in the case without stabilization (δ = 0).

side the unit circle. These eigenvalues outside the unit cir-
cle cause the aforementioned instability in the MOT-TDEFIE.
In [6], a technique was presented to move this cluster of eigen-
values by a predefined value δ to the interior of the unit circle.
Consequently, this moves the eigenvalues outside the unit circle
to the inside of the unit circle, therefore stabilizing the MOT-
TDEFIE.
To illustrate this stabilization technique, we have computed

the eigenvalues pertaining to the numerical experiment in Sec-
tion 3 of [6] without a shift, δ = 0, and with a shift, δ = 10−4.
The eigenvalues are plotted in Figure 5(a) and we zoom in at
λ = 1 in Figure 5(b). Half of the cluster of eigenvalues around
λ = 1 for δ = 0 in Figure 5(b) is indeed outside the unit circle
and the whole cluster of eigenvalues is shifted δ = 10−4 to the
inside of the unit circle. Consequently, all eigenvalues are in
the interior of the unit circle, see Figure 5(a) and the pertaining
solution remains bounded for a number of time steps approach-
ing infinity, see Figure 5 in [6].
The dimension M × M of the MOT-TDEFIE interaction

matrices Zn−n′ for n − n′ = 0, . . . , ℓ is equal to the num-
ber of spatial basis functions used to discretize the unknown
surface current density [1–6]. The number of interaction ma-

trices for MOT-TDEFIE is proportional to the square root of
M , i.e., ℓ ∼ O(

√
M) [1–6]. The computational complexity of

the CMSA for MOT-TDEFIE is then O(M
9
2 ), which severely

limits the value for M . We analyze the MOT-TDEFIE stabi-
lization technique presented in [6] with the PDSA presented in
Section 3.3.
We start by setting θ = 0, since part of the cluster of

companion-matrix eigenvalues is on the positive real axis,
see Figure 5(b). As θ = 0, the PDSA simplifies and we only
have to perform the analysis for ϕ = 0. The MOT-TDEFIE
used in Section 3 of [6] consists of fourteen interaction
matrices, i.e., ℓ = 13, so we have to analyze the positive-
definiteness of Dn(0, 0) (12) for n = 0, . . . , 13, i.e., compute
the eigenvalues of Dn(0, 0) and determine if they are all
larger than zero. The matrices with and without stabilization
up to n = 11 are found to be all positive-definite, e.g., the
eigenvalues of D11(0, 0) shown in Figure 6(a) are all larger
than zero. The matrices D12(0, 0) and D13(0, 0) without
stabilization are indefinite, as some of the eigenvalues of
D12(0, 0) and D13(0, 0) are negative, i.e., the eigenvalues in
the blue shaded area at the bottom-left in Figure 6(b). It is not
surprising that the issue is related to the matrices D12(0, 0)
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FIGURE 7. (a) Two meshed 1m2 PEC plates separated by a distance that is increased to increase ℓ, i.e., the number of interaction matrices in the
MOT-TDEFIE, for fixedM = 80, i.e., the number of spatial basis functions. (b) The computation time required to compute the CMSA eigenvalues
and the eigenvalues of Dn(0, 0) (12) for n = 0, . . . , ℓ in the PDSA corresponding to the configuration shown in (a).

and D13(0, 0), as these can be represented as D12(0, 0)v =
[Z0,Z1,Z2, . . . ,Z11,Zℓ−1,Zℓ][13v, 12v, 11v, . . . , 2v, v, 0]T ,
i.e., a matrix-vector product of the interaction matrices and a
solution vector that increases linearly in time, and Dℓ(0, 0)v =
[Z0,Z1,Z2, . . . ,Zℓ−2,Zℓ−1,Zℓ][v, v, v, . . . , v, v, v]T , i.e.,
a matrix-vector product of the interaction matrices and a
solution vector that is constant in time. Both the linear-in-time
and constant-in-time solutions are in the null space of the
TDEFIE [5]. As the matrices D12(0, 0) and D13(0, 0) without
stabilization are indefinite, the PDSA does not offer a sufficient
condition for the companion matrix eigenvalues with argument
θ = 0, i.e., those on the positive real axis, to be within the unit
circle. This is in line with the results shown in Figures 5(a) and
5(b), as eigenvalues appear on the positive real axis outside the
unit circle. On the contrary, after applying the stabilization,
the matrices D12(0, 0) and D13(0, 0) are positive-definite, i.e.,
the eigenvalues of D12(0, 0) and D13(0, 0) in Figure 6(b) are
all positive. Now, according to the PDSA in Section 3.3, this
is a sufficient condition for the companion matrix eigenvalues
with argument θ = 0, i.e., those on the positive real axis, to
have a modulus smaller than one and be within the unit circle.
This is in line with the results shown in Figures 5(a) and 5(b).

5. DISCUSSION ON USEFULNESS AND LIMITATIONS
OF PDSA
In Section 4, we presented two numerical examples where we
applied the PDSA. Although these numerical examples illus-
trate that the PDSA holds for real-valued MOT-schemes, the
numerical examples also illustrate some limitations.
In the numerical example of Section 4.1, where θ /∈ {0, π},

we encounter two issues. The first one is related to finding the
correct value for θ. We computed these via the CMSA. How-
ever, performing this computation makes the PDSA obsolete.
Instead, we could estimate θ by performing a simulation and
carrying out a Fourier analysis on the MOT-scheme solution,
but the argument will never be exactly obtained. The second is-
sue is related to finding a value for ϕ for which all matrices are
positive definite. We determine positive-definiteness by com-

puting the eigenvalues of Dn(θ, ϕ) for n = 0, . . . , ℓ. The range
of ϕ is normally from−π to π, but forMOT-schemes with sym-
metric interaction matrices, e.g., MOT-TDEFIE in Section 4.2,
the range reduces to −π

2 < ϕ < π
2 as explained in Sec-

tion 4.1. Still, there is an infinite number of values for ϕ to
analyze Dn(θ, ϕ) for n = 1, . . . , ℓ, before we can state there
exists no ϕ for which all matrices Dn(θ, ϕ) are positive defi-
nite. Although the eigenvalues Dn(θ, ϕ) depend continuously
on both θ and ϕ [10], which will alleviate both issues a bit, the
PDSA has a limited use for the analysis for eigenvalue argu-
ments 0 < θ < π, since the number of computations is likely to
be higher than performing the companion-matrix stability anal-
ysis.
However, many of the issues regarding discretizations of

time domain integral equations that result in MOT-schemes are
related to the companion-matrix eigenvalue arguments θ = 0,
e.g., the Jordan blocks in MOT-(TD)EFIE [5, 6], or θ = π,
e.g., the accuracy of the interaction matrices in the MOT-
(TD)EFIE [3] or the temporal basis function used to expand
the unknown in the discretization of the TDSIE [4] and the TD-
VIE [7, 8]. If θ is either zero or π, the PDSA only needs to be
performed for ϕ = 0. Therefore, the computational complexity
of the PDSA for θ = 0 or θ = π is equal to the computa-
tional complexity of computing the eigenvalues of the matrices
Dn(0, 0) for n = 0, . . . , ℓ, which amounts to O(ℓM3) where
M ×M is the dimension of each interaction matrix. This is of
a lower complexity than the CMSA, which is O(ℓ3M3). We
illustrate the respective scaling with the simple numerical ex-
periment in Figure 7(a) of the two PEC plates discretized with
M = 80 spatial basis functions. We incrementally increase the
separation distance between these two PEC plates to increase ℓ
without alteringM . The computation time required to compute
all CMSA eigenvalues and the eigenvalues ofDn(0, 0) (12) for
n = 0, . . . , ℓ in the PDSA is plotted in Figure 7(b) as a func-
tion of ℓ. The CMSA and PDSA are implemented with MAT-
LAB R2019a running on Intel(R) Core(TM) i7-9750H CPU@
2.60GHz. In Figure 7(b), we numerically verify the superior
complexity scaling of the PDSA compared to the CMSA. Thus,
the PDSA is useful for MOT-schemes if one is interested in the
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positive and negative real-valued companion-matrix eigenval-
ues, i.e., the boundedness towards infinity of monotonic or per-
time-step-alternating solutions, respectively.

6. CONCLUSION
We have presented the positive definite stability analysis
(PDSA) as a technique complementary to the companion ma-
trix stability analysis (CMSA).We have shown the construction
of the PDSA and applied it to two numerical examples. The
heart of the PDSA is formed by the analysis on particular
linear combinations of interaction matrices from an MOT
scheme, which are assumed to be real-valued. If these are
all positive definite, then the PDSA guarantees the stability
of the scheme. The PDSA is most useful if one is interested
in the boundedness of the monotonically behaving solutions
or the per-time-step-alternating solutions, i.e., the solutions
pertaining to the positive and negative real-valued eigenvalues
of the companion matrix, respectively, as the computational
complexity of the PDSA is then lower than that of the full
CMSA.
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