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ABSTRACT: This paper proposes an application of ultra-wideband antenna in conjunction with supervised machine learning to detect the
existence of breast tumor. The microstrip line fed octagonal shaped UWB antenna is designed by using Ansys high-frequency structure
simulator 2022 R2. It is fabricated on double sided copper FR4 epoxy glass substrate of size 40 mm x40 mm and tested by using vector
network analyzer N9916A. The antenna structure is optimized over the frequency spectrum of 3.1 GHz to 10.6 GHz to obtain minimum
value of return loss. The optimized structure provides bandwidth spectrum of 8.38 GHz covering the frequency range 0of2.76 to 11.15 GHz
with maximum gain of 5.3 dB at § GHz. The homogenous artificial breast phantoms with and without tumor are fabricated using different
chemical compositions. The dielectric traits of skin, fatty, glandular and tumor layers are analyzed. Microwave sensing for detecting
the presence of breast cancer uses the disparity between tumor and breast tissues, requiring consideration of dispersiveness to accurately
assess the dielectric characteristics of the breast model due to its lossy dispersive nature. The three sets of reflection characteristics of the
entire system comprised of antenna with phantoms are recorded by using VNA with a gap of week to constitute the dataset. The ultrasonic
gel serves as a medium for matching between the breast model and antenna. Further, the supervised machine learning approach is used to
improve the detection accuracy. Supervised learning, a key category of machine learning, uses labeled data to predict unseen data. The
Logistic Regression, Support Vector Machine, K-Nearest Neighbors, Random Forest and Multilayer Perceptron algorithms are applied
on the measured data to classify the healthy and tumorous tissues. The random forest proven to be best fit on the data with auc score of
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98.05%.

1. INTRODUCTION

reast cancer is a global disease, causing a rise in mortality
Brates in females. The breast cancers in woman are com-
plex structures made of abnormal cells that spread into tissues.
It is caused by gene changes, physical genetic expression, and
phenotypic features, breast cancer forms in breast cells, leading
to uncontrolled growth and potential fatality if not diagnosed
early. With declining survival rates as the disease progresses,
breast cancer continues to most prevalent rank as the second
root reason of deaths related to the cancer among women all
over world. Being that the survival rate declines with increas-
ing stages of cancer of the breast, prompt identification is es-
sential for effective therapy, surgery, and extended postinter-
ventional survival of patients. X-rays and mammograms are
the standard method for clinical malignancy diagnosis; never-
theless, they have several shortcomings, notably the possibility
of false indication and the procedure’s difficulties for patients.
The likelihood of a false alarm and callback rate is significant,
and costly follow-ups for medical biopsies. It is difficult to
image breasts with larger tissue densities, and not every lesion
can be found. In addition, patients may experience uncomfort-
able physical and emotional side effects during mammography,
and ionising radiation exposure may result in health problems.
While MRI is good for screening women who have implants but
is quite expensive, ultrasound is used to track the growth and
identify different sorts of tumours [1-3]. Non-invasive can-
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cer diagnostics, such as microwaves, are vital. Due to the fact
that microwave sensing may avoid compressions and ionising
radiation, it is a more economically viable means of detecting
breast tumours than nuclear medicine and MRI. With the abil-
ity to detect tiny lesions and forecast the electrical characteris-
tics of the tissues, this technology improves detection and min-
imises false positives, enabling harmless, pleasant diagnostic
monitoring. The development of wireless communication and
Ultra-Wideband standards has increased the demand for broad-
band antennas with high gain, particularly microstrip antennas,
ideal for bio-medical applications due to their size, cost, and
electrical parameters [4]. The Federal Communication Com-
mission (FCC) has granted permission for emission measure-
ment procedures in the 3.1-10.6 GHz broad frequency range,
offering potential benefits for medical and communication ap-
plications [5]. Phantom plays an integral role in the era of bio-
medical research. A phantom is a scientific, specialised ob-
ject that can be employed to mimic a human body organ. Its
design should have qualities similar to human tissue for ac-
curate analysis and evaluation. To guarantee optimal perfor-
mance, the measurable information gathered from the analy-
sis should deliver consistent findings. It is a method for ac-
quiring trustworthy and quantifiable data in order to compare
systems utilised in real-world settings. The study on the fab-
rication of tissue-mimicking materials for phantoms operating
at narrowband and ultrawideband have been reported. The in-
vestigation shown, with different variations in the combination
of the materials used, a great variation in dielectric properties
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can be obtained. The realistic 3D homogenous and heteroge- For % > 1,
neous breast phantoms were prepared using various ingredi-
ents, including oil-in-gelatin, p-toluic acid, n-propanol, deion- W Ao 0
ized water, Bloom gelatin, Formaldehyde, oil, and Ultra Ivory o 9 \/E
detergent [6—8]. Innovations in wireless communication tech- 2
nology have driven demand for high-gain broadband anten- o1
nas, necessitating the adoption of microstrip antennas for bio- £ro = er+1 42 )
medical applications. These antennas are portable, lightweight, 2 /1+ %h
and low-profile, which renders them simpler to build and in-
tegrat.e into microwave integrated c.ircuits.[9—13]. The timej- (ere +0.3) ( % +0.26 4)
domain approach to breast cancer diagnosis employs a multi- AL = 0.412h W 3)
static radar system to detect variations in dielectric characteris- (ere —0.258) (7 + 0'8)
tics between healthy and tumorous tissue. The system uses 240 A
signals from a 16-element antenna array to compensate for mea- L = 5 \/% —2AL 4

surement inaccuracies [14—17]. A study on frequency-domain
breast cancer detection found that benign, and malignant breast
tissues differ in dielectric properties than healthy tissues [18—
23]. The study also investigated the effect of electromagnetic
wave interaction on breast cancer detection using a UWB an-
tenna system [24—27]. The study examines various breast can-
cer classifiers, such as decision trees, Multi-Layer Perception
(MLP), Naive Bayes (NB), Sequential Minimal Optimisation
(SMO), and Instance Based for K-Nearest Neighbour (IBK)
were applied on Wisconsin Breast Cancer (WBC), Wisconsin
Diagnosis Breast Cancer (WDBC), and Wisconsin Prognosis
Breast Cancer (WPBC) datasets. The WBC and WDBC dataset
were found to be superior than the fusions of other classifiers.
The study also looked into the usage of a UWB prototype mi-
crowave imaging technique for breast tumor categorization. Vi-
valdi antenna was employed in the system [28-32].

The proposed work aims to develop a system that improves
the breast tumor detection accuracy by gathering dataset with
the help of UWB antenna and breast phantoms. UWB antennas
offer a wide frequency band and multiple resonance frequen-
cies, providing better insights into the dense part of an object.
In comparison to the literature, a single antenna sensor reduces
the size, complexity and thus, the cost of a microwave sens-
ing technique utilized for the detection of breast cancer. The
proposed work is organized in five sections. The fabrication,
design details and results of antenna geometry are described in
second section, creation of breast model and analysis of dielec-
tric properties in third section. The fourth section demonstrates
theory, design details and optimal performance of various ma-
chine learning (ML) algorithms. The proposed system is com-
pared with the literature in fifth section and concluded in sixth.

2. ANTENNA DESIGN DETAILS

An ultra-wideband resonator with octagonal patch configura-
tion (OMSA) for analyzing the breast layers is proposed. The
OMSA antenna structure is modeled and simulated by us-
ing ansys high-frequency structure simulator 2022 R2 simu-
lator. The antenna structure of octagon shaped radiating ele-
ment is designed on the dielectric substrate of the dimensions
40 mm x40 mm. The structure is designed by referring rectan-
gular microstrip antenna with following formulae.
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where, W: width of the patch, ¢,.: dielectric constant, €,..: ef-
fective dielectric constant, A,: free space wavelength, AL: the
effective length, h: the thickness of the dielectric substrate, L:
length of the patch.

The patch dimensions are calculated for the operating fre-
quency of 6.85 GHz and wavelength of 43.796 mm/s covering
UWB spectrum. The optimized size and side length of octag-
onal shaped radiating patch are 14 mm x 14 mm and 8.2 mm re-
spectively. The structure is MS fed by a 50 €2 line of width
2 mm with partial ground plane of height 10 mm along the width
of the substrate. The optimized structure offers minimum re-
turn loss below —10dB and less VSWR below 2 over the op-
erating frequency of 3.1-10.6 GHz. The Fig. 1(a) depicts the
configuration details of the OMSA structure and Table 1 list de-
tails of the optimized dimensions of the designed structure. The
parametric study has been conducted for different patch dimen-
sions. With increase in patch dimensions return loss improves
and gain increases. The optimized antenna structure provides
5.3 dB maximum peak gain at 8 GHz. The simulated results of
return loss and gain variations are depicted in Fig. 2. The elec-
tric equivalent circuit of the optimized resonator is presented in
Fig. 1(b). The values of the circuit components are ascertained
by referring [25].

¢ = 2h[i2i?€’?/?°)] ©)
L= ﬁ (©)
R- 2 ™
Q. = ®

where, C: Capacitance, L: Inductance, R: Resistance of par-
allel RLC equivalent circuit, .5 effective permittivity of the
medium, w,: angular frequency, L: Patch Length, W: Patch
Width, h: Substrate Thickness.

The feed line of length 10.4142 mm with width 2 mm is rep-
resented by series combination of inductor and capacitor of
value 0.60 fH and 0.51 pF. A 502 port is connected at the
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FIGURE 1. Octagonal shaped MSA (OMSA). (a) Geometry. (b) Equivalent circuit.

TABLE 1. Design dimension details of OMSA.

Parameters Description Dimension (mm)
SW Width of the substrate 40
SL Length of the substrate 40
GW Width of the ground plane 40
GL Length of the ground plane 12
PW Width of the radiating patch 14
PL Length of the radiating patch 14
FLW Width of the feedline 2
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FIGURE 2. S;; and Gain variations of different patch dimensions of simple octagonal MSA. (a) Return loss. (b) Gain variations.

end for the excitation of antenna. As the OSMA is an UWB
monopole antenna and resonates at three different frequencies
4.1, 7.8 and 10.2 GHz respectively below —10dB reflection
coefficients value. Hence the antenna has triple tuned ultra-
wide band behavior. These three resonance circuits are repre-
sented by three separate RLC parallel resonance circuits. The
evaluated values of all passive elements are indicated on the
circuit parameters using fundamental parallel resonance and
microstrip discontinuities concepts [33]. An Ultra-wideband
(UWB) performance is achieved by series combination of three
parallel resonance. The current distribution and radiation pat-
tern at 4.1, 7.8, 10.2 GHz of OMSA are depicted in Figs. 3 and
4 respectively.

The designed UWB resonator is fabricated by using double
sided copper flame retardant epoxy glass composite dielectric
substrate. The substrate material used is of 1.6 mm thick, &, of
4.4 and tan 0 of 0.02. The developed antenna prototype is pre-
sented in Fig. 5. The vector network analyzer model N9916A
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is used to test the structure and validate the results. The op-
timized and measured results of return loss and gain varia-
tions are shown in Fig. 5. The OMSA structure resonates at
three different frequencies 4.1, 7.8 and 10.2 GHz and offers an
impedance bandwidth of 8.38 GHz from 2.76-11.14 GHz. The
simulated S|, values observed at resonating frequencies at 4.1,
7.8 and 10.2 GHz are —19.18, —22.83 and —19.25 dB respec-
tively. The S|; values measured at resonating frequencies at
3.96,8.01 and 10.257 GHz are —19.62, —20.39 and —17.32 dB
respectively. This structure provides simulated peak gain of
5.3dB at 8 GHz and measured of 5.18dB at 7.43 GHz. An
ultra-wideband performance is achieved as antenna resonates
at different frequencies.

3. BREAST PHANTOM MODEL

The breast phantoms are artificial breast replicas purposive to
mimic the properties of their matching aspects. High-fidelity
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FIGURE 3. Current distribution of simple octagonal MSA. (a) 4.1 GHz. (b) 7.8 GHz. (c) 10.2 GHz.
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FIGURE 4. Radiation pattern of octagonal MSA.

breast phantoms are useful tools for both computational and ex-
perimental research. Homogeneous and heterogeneous breast
phantoms are the two different types of breast phantoms. The
homogeneous breast phantom has two layers composed of fatty
layer on the top of the skin layer and a tumor within. The het-
erogeneous breast phantom is composed of four layers; epider-
mal, adipose, glandular and tumors embed inside. The hetero-
geneous is the most realistic type of the breast phantom and the
layered structure is illustrated in Fig. 6. The thickness of skin
layer is very thin whereas fatty and glandular layer takes 50%
of thickness.
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The heterogeneous complex structure found in breast tissue
where a few amounts of contrast relay between normal and can-
cerous tissues. The principle of microwave sensing to detect
lesion in the breast is based on dielectric properties of the tis-
sue. The relative permittivity and conductivity of tumours re-
gion and different breast layers have large contrast. The radia-
tions from antenna sensor will travel through these breast layers
and interact with the breast tissues. In order to deal with the real
electrical properties of the breast tissues, the dispersive effect
needs to be taken into consideration because the breast tissues
seem to be lossy dispersive material for microwave propaga-
tion. The resulting signal occurring from these biological ele-
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FIGURE 6. Different layers of breast model. (a) Different layers of homogeneous breast model. (b) Dimensions for the breast replica layout.

TABLE 2. Diclectric properties of different layers of breast tissues.

Sr. No. | Breast Tissue Type
1 Skin
2 Fatty
3 Glandular
4 Tumor

egr | 0s(S/m) | T (ps)
40 1.1 7.37
7 0.1 7.00
47 2 7.00
4 3 7.00

ments are owing to microwave characteristics which includes
absorption, transmission and reflections. The single pole De-
bye model is used to describe how these tissues respond to vari-
ations in frequency. The dielectric characteristics of the homo-
geneous breast layers are listed in Table 2.

Debye dispersion model is expressed as,

€s — €00

gr (W) = €oo T+ w22 )
_ 2

oy (w) = EsZExwTE0 L (10)

14+ w2r?

where, €, — Complex permittivity, g — Free space permit-
tivity, e, — Static dielectic constant, £, — Dielectric constant
at infinite, o5 — Static conductivity, 7 — Pole relaxation con-
stant, w — Angular frequency.

Here an attempt is made to analyze the dielectric properties of
heterogeneous breast phantom using proposed UWB antenna.
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The entire system geometry of different breast layers with an-
tenna structure is designed using ansys HFSS software. The
different modeling stages are depicted in Fig. 7. The breast
phantom of diameter 40 mm is modeled by referring dielectric
properties mentioned in Table 2. The 2 mm thick skin layer,
18 mm thick fatty layer and 20 mm thick glandular layer is de-
signed and tumor of 5 mm in embedded inside the gland layer.
The proposed antenna is used to analyze the dielectric traits of
the different layers of breast model.

The different methods are reported to fabricate breast phan-
tom [6—8]. The heterogeneous breast phantom is developed by
using the materials specified in Table 3.

Fabrication steps:

i. Mix Propylene glycol and distilled water.

ii. Place mixture in double boiler with temperature raised to
80°C.

Www.jpier.org
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TABLE 3. Material and composition for breast phantom fabrication.

Sr. No. Material Skin | Fat | Gland | Tumor
1 Distilled Water (ml) 100 50 100 120
2 Propylene Glycol (ml) 7 2 7 7
3 Agar-Agar Gelatin Powder (g) 6 7 5 10
4 Safflower Oil (ml) 14 40 21 9
5 Liquid Detergent (ml) 0.5 0.5 0.5 0.5
6 Formalin (ml) 0.3 0.3 0.3 0.3
7 Xanthan Gum (g) 2.5 2 2 2

FIGURE 7. Modeling stages of breast phantom. (a) Skin layer. (b) Fat layer. (c) Gland layer. (d) Breast phantom with tumor.

iii. Add agar-agar gelatin powder and mix until it dissolves
completely until mixture changes the color.

iv. Add liquid detergent and formalin to safflower oil. Mix it
with heated solution.

v. Remove solution from the double boiler. Add Xanthan
gum and stir until it cools.
vi. Place solution in ice bath and stir carefully.

When mixture reaches 25°C, place it in mold and refrig-
erate.

Vii.

The chemical concentration of distilled water, propylene gly-
col and safflower oil are found superior to modify the permit-
tivity and conductivity of different layers. Distilled water has
a high permittivity, which is perfect for increasing the phan-
tom’s permittivity; propylene glycol and safflower oil possess
low conductivity, which is ideal to creating a low conductivity
phantom. Phantom shape is retained by adding powder of agar-
agar gelatin. Formalin (37% formaldehyde solution), liquid de-
tergent and xanthan gum are acting as surfactant and thickener.
Formalin (37% formaldehyde solution) is used to determine the
liquefy temperature of agar-agar gelatin and it also stabilizes
the phantom. The mixtures of agar-agar gelatin powder exhibit
dielectric characteristics that are strikingly similar to the prop-
erties of realistic breast tissue. These materials also offer excel-
lent mechanical strengths and are easy to synthesize. Although
varying concentrations of these materials are utilized for cre-
ating phantom layers, the chosen materials make the fabrica-
tion of breast phantoms simple. The constructed breast tissues,
phantoms without and with tumor are presented in Fig. 8.

The system model comprising antenna sensor and breast
model is validated by testing with the help of VNA model
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N9916A. Three sets of reflection characteristics are recorded
with the gap of a week. Here, ultrasound gel is used as the sur-
face matching substance to minimize the losses in between the
resonator and breast model. The results from the HFSS soft-
ware are compared with the average results obtained from the
VNA. The reflection characteristics of four tissue types are de-
picted in Fig. 9. It is apparent by analyzing Figs. 9(d) and 9(a),
9(b), 9(c) that aberrant cells absorb more electromagnetic en-
ergy than healthy tissues. As a result of the malignant tissues
absorbing more radiation, the tumor layer exhibits the largest
return loss. Furthermore, it may be inferred from Figs. 9(e)
and 9(f) that the reflection properties of a healthy breast and a
tumorous breast differ significantly. The dielectric properties,
permittivity, and conductivity of different layers are shown in
Fig. 10.

4. SUPERVISED APPROACH FOR CLASSIFICATION

The machine learning approach is a captivating means to reduce
the time spent in simulations that involve trial and error sim-
ulations when optimizing the geometrical parameters to meet
expected design requirements. The supervised learning is a
key category of machine learning in which learning model is
built on a set of labeled data consisting independent and de-
pendent variables to make predictions on unseen data. This
learning approach is an attractive solution to solve regression
and classification problem types. Here, the work is extended to
identify the existence of the breast tumor using machine learn-
ing algorithms. Also, an attempt is made to improve the de-
tection accuracy by applying different machine learning tech-
niques. The machine learning models are built on the recorded
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FIGURE 8. Modeling stages of breast phantom. (a) Skin layer. (b) Fat layer. (c) Gland layer. (d) Breast phantom with tumor. (¢) Tumor embedding.

(f) Breast phantom with tumor.

datasets from VNA to detect the healthy or cancerous tissues.
The dataset is generated by recording three sets of reflection
characteristics over a week-long period for the entire system,
which includes an octagonal microstrip antenna and a breast
model with and without a tumor. The detection classes are cat-
egorized as healthy tissue and tumorous tissue. Here, the notion
that the left and right breasts are identical is employed for de-
tecting the lesion. Consequently, by contrasting healthy breast
with cancerous breast, the detection of a breast tumor can be
examined. The different supervised classification algorithms
used for detection are logistic regression, support vector ma-
chine, K-Nearest Neighbors, Random Forest, and Multilayer
Perceptron. The dimension of the dataset used for predictive
modelling is (804, 3) which includes the frequency with corre-
sponding reflection characteristics data points from VNA and
class labels. The stratified sampling technique with a 70 : 30
ratio is utilized to split the dataset into training and testing sets.

One of the easiest algorithms to build the predictive model
is the logistic regression algorithm, which estimates the likeli-
hood that a certain occurrence belongs to a particular class. By
using a predetermined set of independent factors, model can
predict the categorical dependent variable. In order to calcu-
late the probability for the specified class, a sigmoid function is
used. The projected values are converted to probabilities by us-
ing the sigmoid function which transforms any real value within
a range of 0 and 1, forming “S-shaped” curve. The sigmoid
function is represented by,

(11)

where, x signifies weighted summation of independent vari-
ables.
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The model provides detection accuracy of 90.47%. The lo-
gistic regression classifier fails to accurately detect the data
points which fall near the decision boundary.

The most popular ML technique for classification is sup-
port vector machine (SVM). The SVM provides optimal hy-
perplanes which helped to overcome the mentioned drawback.
The SVM divides the data points into two groups: those that fit
inside a preset tube of width ¢ and are not penalized, and points
which fall outside this boundary and are thus penalized shown
in Fig. 11. The hyperplanes in the SVM classifiers try to give
the margin between the closest datapoints of different classes.
The discriminant function is given by,

g(X®)) = wl X +p, (12)

The algebraic distance rfrom the support vectors X (%) is given
by,

X (s)
o 9X°) (13)
[[wo ||
The margin of separation ¢ between two classes is,
e=2r (14)

The SVM model is implemented with Gaussian kernel. The
model is tuned by optimizing the hyperparameters: kernel of
radial basil function (RBF), kernel coefficient and regulariza-
tion parameter to improve the accuracy. RBF can map an input
space in infinite dimensional space. The tuned model parame-
ters of kernel coefficient of 0.01 and regularization parameter
0f 0.0067 provide an accuracy of 91.32%.

The artificial neural network (ANN) comprises three layers:
input, hidden, and output in which input signal is propagated
in forward direction on layer-by-layer basis, this kind of archi-
tecture is commonly referred as Multi-layer Perceptron (MLP).
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FIGURE 9. Reflection characteristics of different tissue types of breast model. (a) Skin layer. (b) Fatty layer. (c) Glandular layer. (d) Tumor layer.

(e) System model without tumor. (f) System model with tumor.

(a) 80
70 -
£60-
2
=50
B e e e e e e
=
: 40 Skin (Measured) — Gland (Measured)
PN Skin (Simulated) -+~ Gland (Simulated)
'E 30 Fat (Measured) — Tumor (Mcasured)
= 1 Fat (Simulated) -+ - Tumor (Simulated)
<20
&~
10+
1 |
0 +\ T T T T T T T }
3 4 5 6 7 8 9 10 11

Frequency [GHz]

(b) 5 Skin (Measured) — Gland (Measured)
Skin (Simulated) -~ Gland (Simulated)
Fat (Measured) — Tumor (Measured)
. 4 Fat (Simulated) -+ = Tumor (Simulated) ve
E =
= e
) PPILICIL
=3
= SR -
% ............
52
=
=]
S
1
|
0+ '

3 04 5 6 7 8 9 10 1
Frequency [GHz]

FIGURE 10. Dielectric properties of different breast tissues. (a) Relative permittivity. (b) Conductivity.

MLP algorithm is used to make the model denser. The accu-
racy of the model is increased by tuning the parameters of the
algorithm: the dimensions of the hidden layer, learning rate
for backpropagation, and an activation function. “S-shaped”
hyperbolic tangent nonlinear activation function is used which
maps the input data points into the range of (—1, 1) for classifi-

100

cation. The neural network is built for the hidden layer of size
(50, 50). The learning rate to update the weights is optimized
to smaller value of 0.001. The MLP model provides a detection
accuracy of 89.67%. The performance of the model observed
is poor due to overfitting.
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FIGURE 12. Representation of Random-Forest Tree.

TABLE 4. Performance metrics for multiple supervised machine learning algorithms.

Sr. No. Algorithm Accuracy | Precision | Sensitivity | Specificity | F1 Score | AUC Score
1 Logistic Regression 0.9049 0.8837 0.9344 0.875 0.9083 0.9047
2 Support Vector Machine 0.9132 0.8531 1.0 0.825 0.9208 0.9125
3 Multilayer Perceptron 0.8967 0.8540 0.9590 0.8334 0.9034 0.8962
4 K-Nearest Neighbors 0.9628 0.9593 0.9672 0.9583 0.9084 0.9627
5 Random Forest 0.9804 0.9672 0.9672 0.9667 0.9672 0.9805

Another non-parametric algorithm, K-Nearest Neighbors
(KNN), is studied and implemented. This classifier incorpo-
rates vicinity to estimate predictions about the clustering of an
individual data point and based on distance metric. Here, the
measure of distance used to build the model is ‘Minkowski’
which results in the standard Euclidean distance when power
parameter p = 2. The number of neighbors to classify the
data point is defined by k-value. The selection of k-value is a
tedious job as smaller value of k leads to high variance — low
bias, and hefty value leads to low variance — high bias. The
k value chosen to obtain improved accuracy is 3. This tuned
model provides an accuracy of 96.28%.

Bagging or bootstrap technique is proven to be attractive to
mitigate the variance of a projected prediction function. Trees
are excellent candidates for bagging because, when being de-
veloped deeply enough, they have minimal bias and can recog-
nize intricate interaction patterns in the data. Decision tree is
a pattern classification algorithm used in genetic and bioinfor-
matics. By constructing an ample number of de-correlated trees
and averaging them, random forest is significantly impacting
bagging. It is applicable to both classification and regression
tasks, using distances between observations to assign new val-
ues. The Random Forest algorithm, among other well-known
machine learning techniques, offers distinct predictive valid-
ity and model interpretability, making it a preferred choice for
classification in complex data sets. During the training phase,
the algorithm builds an enormous number of trees and outputs
the class. The algorithm architecture is illustrated in Fig. 12.

For a batch of b = 1 to B,
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1. The random-forest trees 73 are built by randomly drawn
bootstrap instances of size N and m estimators at each
node.

Select the optimal split-point out of the m.
Split the node in half to its two offspring nodes.
Acquire the assortment of trees {Tb}f.

nohk W

At a newly discovered point z, to predict the class:

B
CEL. (z) = Majority vote {C’b (x) } ) (15)
where Cj, (z) is the class prediction of the bth random-forest
tree.

The randomized search is used to obtain the best estimators
for model building. The grid is optimized to obtain the best
parameters such as estimators ranging from 100 to 1000, max
features, max depth from 5 to 35, min samples leaf from 1 to 20,
and min samples split from 2 to 20 with 50 iterations. With the
best parameters obtained from randomized search, the random
forest (RF) algorithm provides detection accuracy of 98.04%.

The mentioned algorithms are analyzed using accuracy, pre-
cision, sensitivity, specificity, F1 score, and auc score. These
performance metrics for mentioned algorithms are listed in Ta-
ble 4. The random forest algorithm is demonstrated to have an
excellent fit for the model on the measured data, which leads
to improved detection accuracy. The different performance
metrics for Logistic Regression, Support Vector Machine, K-
Nearest Neighbors, Random Forest, and Multilayer Perceptron
algorithms are listed in Table 4. The performance of these clas-
sification models with respect to true and false positive rate is
depicted in Fig. 13.
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FIGURE 13. ROC curve across multiple machine learning techniques on training and testing data. (a) ROC curve for training samples. (b) ROC

curve for testing samples.

TABLE 5. Comparison of invented UWB antennas with proposed antenna.

Antenna No. of . Performance

Ref. Antenna . Band |Gain . .

. Size Antenna Dataset Algorithm Metric
No. Configuration ) (GHz) |(dB)
(mm”) Sensors (Accuracy)
WBC NB 95.99%
. . WDBC NB 96.66%
Breast Cancer Diagnosis
(28] ‘ . . - - - - WBC J48 95.13%
by Experimental Comparison of Classifiers
WDBC SMO 97.71%
WDBC IBK 95.95%
2] Vivaldi antenné with cir(':ular 'holographic 56x 56 ) 0.4-6.4 ) UWSB transceivers LDA 87.10%
for microwave imaging Prototype QDA 89.29%
[30] Multi-static Radar System operated in 16 element arrays 94 +35 UWB LDA 70.30%
Time-Domain for Microwave Breast Screening (2 switching matrix) Prototype SVM 73.64%
B31] Ultrawide-Band transceivers for detection ) 111 UWB transceivers | NN trainscg 94.42%
of breast tumor using neural networks. antenna setup | NN traingdm 88.42%
UWB-RMSA for Breast C UWB RMSA
[32] JTYinaA for Bleast ancet 20.47% 10.56 2 318|427 RF 94.4%
Detection using microwave sensing. Prototype
LR 90.49%
Simple oct 1 microstrip ant UWB OMSA SYM o1.32%
PA 1ip7e ACTAZONAT MICTOSTP anfenna 40x 40 1 2.76-11.14| 53 MLP 89.67%
for breast tumor detection. Prototype

KNN 96.28%
RF 98.04%

The two-dimensional space underlying the total Receiver
Operating Characteristic (ROC) curve spanning (0, 0) to (1,
1) is determined by the Area under the ROC Curve. The
ROC curve is a probabilistic graphical illustration that demon-
strates how well a classification model performs across differ-
ent thresholds.

TP

TPR = 751 FN (10
FP

FPR = mpiTw )

where T'P: true positives; F'P: false positives; T'N: true neg-
atives; F'N: false negatives.
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5. COMPARISON WITH LITERATURE

The proposed octagonal microstrip antenna designed to oper-
ate in UWB frequency spectrum and to analyze the dielectric
traits of the different layers of the breast model. Breast tu-
mor detection accuracy is improved with the application of
machine learning algorithms. Thereby, the antenna structure
is compared with the UWB antennas used for the application
of breast tumor detection in the literature with respect to the
size of antenna, number of sensors, operating frequency spec-
trum, dataset, algorithms, and detection accuracy with accuracy
score, and comparison is listed in Table 5.
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6. CONCLUSION

An octagonal radiating patch configuration for detecting the
existence of breast tumor using supervised machine learning
approach is presented. The high-frequency structure simula-
tor 2022 R2 software is used to optimize the proposed struc-
ture. The antenna is made on a double sided copper FR4
epoxy glass substrate and tested using vector network analyzer
model N9916A. The proposed structure provides the band-
width of 8.38 GHz from 2.76-11.14 GHz, and the maximum
gain observed at 8 GHz is 5.3 dB. The designed antenna of-
fers triple tuned ultra-wideband behavior as it resonates at 4.1,
7.8, 10.2 GHz frequencies below —10 dB of reflection coeffi-
cient values. The heterogenous breast phantom having four
breast tissues is fabricated by using safflower oil, distilled wa-
ter, propylene glycol, agar-agar gelatin powder, formalin, xan-
thum gum, and liquid detergent. The safflower oil, distilled
water, and propylene glycol are proven to be effective in ob-
taining the needed dielectric properties to give phantom more
realism. Agar-agar gelatin, xanthum gum, and liquid deter-
gent are beneficial in stabilizing and preserving the shape of
the phantom. Machine learning is a powerful method for op-
timizing geometrical parameters and reduces simulation time.
This approach is used to detect breast tumors using various al-
gorithms. The dataset is gathered by testing the antenna struc-
ture and breast phantom with and without tumor. The ultra-
sound gel is used as matching medium between antenna and
breast model. The three sets of reflection characteristics from a
week-long of different breast layers, phantoms with and with-
out tumor are recorded. Different algorithms are applied on the
recorded dataset and used to categorized tissues as healthy or tu-
morous. The accuracy obtained by like logistic regression, sup-
port vector machine, Multilayer Perceptron, K-Nearest Neigh-
bors, and Random Forest is 90.49%, 91.32%, 89.67%, 96.28%,
and 98.04%, respectively. The highest auc score among the
mentioned algorithms is obtained by RF algorithm of 98.05%
and hence proven to be the best fit on the recorded dataset to
improve the detection accuracy.
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