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ABSTRACT: This paper presents a method for using a 120GHz frequency-modulated continuous wave (FMCW) radar system for com-
munication. The transmitting unit of the FMCW radar partly consists of a phase locked loop (PLL) control. Through modification, the
functionality of this structure is extended for data transmission. The two modes of operation, i.e., radar measurement and data trans-
mission, impose different requirements on the design of the PLL, such as the necessary bandwidth. We show how the phase noise
and hence the quality of data transmission can be improved by varying the charge pump (CP) current of the PLL. Simulation results
and measurements prove the data transmission potential of the presented method for industrial applications in the field of short-range
communication.

1. INTRODUCTION

More and more sensors are used in the field of digital fac-
tories [1]. Parameters are recorded, and measured values

from production are determined for predictive maintenance [2].
An increased number of sensors is needed to operate self-
driving vehicles autonomously. These sensors are needed to
perceive the environment so that the automated guided vehicle
(AGV) can position itself accordingly. Especially in the indoor
area, cameras, laser scanners, ultrasonic and radar sensors are
used [3]. Laser scanners for obstacle detection can provide a
very accurate image of the environment at a given height. How-
ever, they cannot detect certain structures like grids, transparent
and reflective surfaces, or objects with strongly varying height
profiles such as tabletops or protruding pallets at handling sta-
tions. Strongly fluctuating light conditions, particle contami-
nation in the air (e.g., dust) and soiling of the sensor surface
are also problematic for optical technologies. Additionally, the
displacement of the sensor under load of an AGV leads to faulty
data.
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FIGURE 1. Two AGVs performing radar measurement and communi-
cation.
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The use of a radar sensor can compensate for these disadvan-
tages of optical sensors. It is robust against dust and light, espe-
cially with reflective surfaces. Using a radar sensor for obstacle
detection in the application case of AGVs, the FMCW radar
is a cost-effective variant. Most applications in industry use
FMCW radars, which have been available for decades. Main
advantages of a FMCWradar is the simple radio frequency (RF)
architecture and the high achievable resolution without a large
intermediate frequency (IF) bandwidth [4].
Smart manufacturing in the context of Industry 4.0, which

aims to improve productivity [5], also demands new communi-
cation requirements. Factory systems acquire process real-time
information about the digital or physical environment and si-
multaneously perform tasks using AGVs [1]. To handle this,
communication systems are needed for direct data exchange as
shown in Figure 1 with low latency [6], short packets and high
reliability [7].
This type of communication is also called vehicle-to-vehicle

(V2V) communication [8, 9]. Direct networking between the
participants makes it possible to drive in convoys with a small
distance between them, also known as platooning [10].
To utilize the capabilities of communication and radar in the

same frequency range with the same hardware, there are a num-
ber of approaches such as “Radar Communication” (RadCom)
systems or “Joint Communication and Radar Sensing” (JCRS)
systems [11–17]. If the same signal is used for both applica-
tions, the system is also referred to as dual-function radar com-
munication (DFRC) [18]. In this context, some use orthog-
onal frequency-division multiplexing (OFDM) [19–21] or or-
thogonal chirp-division multiplexing (OCDM) [22] as modu-
lation scheme. In the case of a FMCW radar system, a dis-
tinction can be made between frequency shift keying (FSK)
modulation [23–26], amplitude modulation (AM) [27], contin-
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FIGURE 2. Time division process for radar and communication.
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FIGURE 3. High-level scheme of the transceiver.

uous phase modulation (CPM) of the chirp signal [28, 29] and
a system in the time domain duplex [30–33]. For modulating
a PLL, which is used mostly used in a FMCW radar system, a
so-called two-point modulation is possible [34, 35] as a mod-
ification. Despite the usual control behavior, this allows data
to be transmitted at a certain data rate that is higher than the
bandwidth of the closed control loop.
In this paper, the concept of time domain separation between

radar and communication was chosen. The following section
explains the system setup of our new RadCom system.

2. SYSTEM
To combine the radar detection and communication signal, a
time division approach was chosen for the AGVs. Usually, an
AGV is sending chirp signals with the bandwidth BR and the
time TR to perform a radar measurement. Between two radar
measurements a pause time of TP1 is inserted. If a vehicle ap-
proaches another vehicle, it will detect a frequency ramp via an
interference of both chirp signals. Consequently, both vehicles
will stop sending frequency ramps and synchronize each other.

The synchronization defines which vehicle will start the com-
munication. After waiting a time TP2, this first AGV will start
sending data with the bandwidth BC .
After sending the data, the AGV performs a radar measure-

ment again. Then, the second AGV has the possibility to com-
municate and perform a radar measurement, as well. Both
AGVs will continue this mix of radar measurement and com-
munication until they separate again, and the connection gets
lost. This whole-time division process is visualized in Figure 2.
In this paper, we will focus on the optimization of the com-

munication and the connection setup including the interference
detection. The synchronization and medium access are not fur-
ther discussed. A binary FSK (BFSK) modulation is used for
the communication between both RadCom systems due to its
easy implementation in the already existing transceiver’s hard-
ware.

2.1. Transceiver

An FMCW radar and its typical transceiving structure is already
realized in the AGVs as can be seen in Figure 3. To create
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FIGURE 4. (a) Radar modem with FPGA and ADC, (b) transceiver board with radar chip, PLL, gain and filter.
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FIGURE 5. Transient response of different manipulations of the PLL.

the frequency ramp of the FMCW radar, a voltage-controlled
oscillator (VCO) embedded in a PLL is typically used on the
transmitter’s side.
The PLL is needed to create a stabilized and regulated lin-

ear frequency ramp with high accuracy, whereby the VCO con-
verts a linearly rising voltage to a frequency ramp, respectively
a chirp signal. The PLL contains a local oscillator (LO), a vari-
able frequency divider, a phase and frequency detector (PFD),
a CP, a loop filter (LF) and the VCO. In our system, the vari-
able frequency divider, the PFD and the CP are integrated in
one chip ADF4158. Another chip TRA_120_002 contains the
VCO and a 2 × 2 patch antenna array to radiate the created
wave. At the receiver’s side, the wave is detected and mixed
down from 122GHz to the IF baseband with a few MHz band-
width within the same chip TRA_120_002. Then it is amplified
and filtered to avoid aliasing. Next, the signal is discretized by
an Analog-Digital-Converter (ADC) and read out by a Field
Programmable Gate Array (FPGA). Figure 4 presents a photo
of our RadCom system.
The same structure can be easily used to modulate and trans-

mit data from one radar system to another. Instead of creat-
ing frequency ramps, the PLL can create discrete stabilized fre-
quencies which correspond to “0” or “1” — basically a BFSK-
modulation. Due to temperature fluctuations, inaccuracies of
electrical parts and different noise sources such as thermal
noise, the voltage at the input of the VCO may float a lot, lead-
ing to inaccurate transmitting frequencies and higher bit error
rates (BER). That is why the PLL, originally used for creating
frequency ramps, is also useful for the communication appli-
cation, since it regulates and stabilizes the discrete frequencies
for a better FSK-modulation and data transmission. When op-

erating in communication mode, the signal is read out and non-
coherently demodulated within the FPGA. The corresponding
bits are detected via a maximum likelihood detector.
Like any control loop, the built-in PLL in the transmitter has

a transient response limiting the maximum bitrate. If the bits
are changing too quickly, the PLL will not reach the desired
output frequency before the next bit being set, which leads to
a massive BER. To achieve both, high bitrates and minimized
BER, the PLL needs to be modified.
Figure 3 shows the high-level scheme of the whole

transceiver structure including the PLL. It can be recognized
that the bit signal is inserted twice into the PLL. The signal is
used to adjust the variable frequency divider inside the PLL
chip. This type of manipulation can be seen as a set variable
at the input of the control loop. To avoid a slow transient
response, it is necessary to add the VCO manipulation right
before the output of the control loop as a disturbance variable.
Naturally, the control loop reacts with its respective transient
response to compensate the disturbance at the output. This
compensation is the exact reverse of the transient response of
the frequency divider manipulation. Thus, both manipulations
compensate each other and in theory the desired bit is imme-
diately converted into the respective output frequency without
any transient response [36], as Figure 5 illustrates.
Due to the two-point modulation, the data rate of the com-

munication is no longer limited by the bandwidth of the PLL.
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2.2. Transfer Function of the PLL
To further investigate the PLL’s influence on the data transmis-
sion, a closer look at its mathematical description is needed.
The linearized model of the PLL can be seen in Figure 6.
With the help of Figure 6, the power transfer function of the

closed loop can be derived.
Forward path transfer function:

GF (s) = KPD ·GLF (s) ·
KV CO

s
(1)

Open loop transfer function:

GOL(s) = KPD ·GLF (s) ·
KV CO

s
· 1

N
=

1

N
·GF (s) (2)

Closed loop transfer function:

GCL(s) =
KPD ·GLF (s) · KV CO

s

1 + 1
N ·KPD ·GLF (s) · KV CO

s

=
GF (s)

1 +GOL(s)

(3)
As already mentioned in Section 2.1, the transfer function

GCL(s) has nearly no influence on the transient response dur-
ing a bit change due to the two-point manipulation. Nonethe-
less, GCL(s) needs to be considered in respect to the noise of
the single components of the PLL and their influence on the
modulated signal. In the following section, the noise of the PLL
components and their influence on the frequency stability will
be analyzed.

2.3. Phase Noise
It is assumed that a signal must be transmitted in the form of an
electromagnetic wave. A perfect sine wave can be described
with

s(t) = a · sin(2πft) (4)
whereby a is the amplitude of the signal, f the frequency of
the signal, and t the time. In reality, the signal’s amplitude and
phase are disrupted by noise —meaning a random value which
is added to the phase and the amplitude. This can be expressed
as follows:

sn(t) = (a+ nA) · sin(2πft+ nph) (5)

whereby nA is the amplitude fluctuation, and nph is the phase
fluctuation — both random variables. In this paragraph, the
focus is on the phase fluctuation and its effects on the data
transmissionwith FSK-modulated signals. Therefore, nA is ne-
glected from now on. The terms phase noise, frequency noise
and jitter describe all the same phenomena, namely the fluctu-
ation of the desired phase of the signal. If the phase is chang-
ing randomly, it also influences the frequency because it is the
derivation of the phase. Thus, the phase fluctuation can be ex-
pressed as frequency fluctuation [37, 38]:

snfreq
(t) = a · sin(2π(f + nfreq)t) (6)

Furthermore, the fluctuation can be described in the fre-
quency domain. A perfect sine as described in (4) would refer
to two perfect dirac pulses in the frequency domain. Because of

the phase/frequency fluctuation, the pulses are widened so that
the signal obviously contains not just one frequency but also
frequencies adjacent to the carrier frequency as well. When
measuring a signal spectrum, amplitude noise and phase noise
are always measured [39]. Given the amplitude noise is ne-
glectably small, the single side band (SSB) next to the carrier
frequency is called phase noiseL(f). It can be easily measured
with a spectrum analyzer and is given as a SSB power spectral
density (PSD), in which the power density in dBc versus the fre-
quency in Hz is plotted in double logarithmic scale. This effect
is commonly known as phase noise in the frequency domain
and jitter in the time domain [40]. However, when comparing
the PSD of the phase fluctuations denoted by SΦ(f) and the
SSB phase noise L(f) the following relationship

L(f) = SΦ(f)

2
(7)

applies just if fα and fβ are chosen so that

∫ fβ

fα

SΦ(f)df ≪ 1 rad2. (8)

If this condition is not fulfilled, the power of SΦ(f)may spread
beyond fα and fβ so that L(f) and SΦ(f) have a nonlinear
connection [37, 41, 42].
The described RadCom system includes a PLL and is also

disturbed by phase noise. Every single component of the PLL
has an individual noise component, which leads to a random
floating of Vtune and of the VCO’s output frequency. It is pos-
sible to model the noise of all components of the PLL due to
measured data or data described in the respective datasheet.
By weighting each noise source with the calculated closed loop
transfer function (3), it is possible to determine the respective
influence on the total phase noise at the output of the VCO.
Then, the power of the respective logarithmic phase noise of
one component L(f) with the unit dBc

Hz can be converted to its
linear equivalentLlin(f)with the unit rad

2

Hz by the following op-
eration [37, 38]:

Llin(f) = 10
L(f)
10 (9)

When adding Llin(f) of the single components of the PLL, it
is possible to calculate the overall phase noise at the output of
the VCO.

Ltotal(f) = LLO(f) + LPLL Chip(f) + LSDM(f)

+LLF(f) + LVCO modulator(f) + LVCO(f) (10)

Figure 7 shows the influence of the single components of
the PLL and the total phase noise of one transceiver board.
LSDM(f) is the influence of the sigma delta modulator (SDM),
which is a part of the VCOmanipulation of the PLL. It is, how-
ever, neglectably small and therefore not shown in the spec-
trum. A peak at approximately 45 kHz can be seen that corre-
sponds to the resonance frequency of the PLL, where the noise
is amplified most.
As previouslymentioned, the phase noise leads to a widening

of the spectral peaks at the carrier frequencies.
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FIGURE 6. Linearized model of the PLL.
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FIGURE 7. L(f) SSB PSD phase noise, single components and total.

3. OPTIMIZATION OF THE PHASE NOISE AND THE
BIT ERROR RATE
By using an FSKmodulation, thewidening of the spectral peaks
appears to be one of the main problems, because the two peaks
of the high and low frequencies may run into each other as the
phase noise is growing bigger. The result are frequencies that
can no longer be clearly assigned to a transmission frequency,
which leads to a higher BER. Therefore, it is crucial in every
communication system using FSK-modulation to minimize the
phase noise as well as possible. In this section, a possibility to
minimize the phase noise by adapting the PLL is presented. The
adaption’s influence on the signal’s spectrum and its impact on
the BER are shown.

3.1. Influence of the Charge Pump Current on the Phase Noise
The current of the CP of the ADF4158 can be set from a min-
imum of 0.31mA to a maximum of 5.00mA via a signal from
the FPGA. Particular attention will be paid to these two limit
cases of a CP current of 0.31mA and 5.00mA. That is because
they define the operating points of radar measurement and com-
munication mode. Other CP currents are not used in the system
and therefore not furhter investigated. It turns out that lowering
the CP current has great influence on the closed loop transfer
function of the PLL described in (3).
In Figure 8, the impact of the minimum andmaximum values

of the CP current on the Bode diagram of the PLL is illustrated.
Decreasing the CP current lowersKPD of Equation (3), which
corresponds to a shifting of the amplitude in the Bode-plot in
negative y-direction. Consequently, the gain margin GM is
raised and the phase margin Φ is reduced (both are marked red
in Figure 8). In addition, it leads to a decreased resonance fre-
quency and a smaller bandwidth of the PLL. CP current values
between the minimum and maximum values result in a change

of the Bode-plot between the displayed limit cases. It is to be
noted that the control loop is still stable as long as the phase
margin is bigger than 0◦ and the gain margin is greater than
0 db.
Changing the closed loop transfer function of the PLL leads

to a change of the total phase noise at the VCO’s output, as
well. It can be explained by the fact that the total phase noise
is created out of the single noise sources of the PLL, which are
weighted with the closed loop transfer function as described in
Section 2.3. Especially the decrease of the bandwidth results in
a much smaller phase noise at 0.31mA. That is why the lower
CP current is useful for the communication mode of the Rad-
Com system. For the radar measurement, the frequency ramps
should be as linear as possible. Hence, the control behavior of
the PLL is crucial for the radar measurement. The loop band-
width BW is hereby the most critical design parameter [43].
According to [44], it should be in the range of

14

Tr
< BW <

Nstep

Tr
(11)

whereby Tr describes the duration of one frequency ramp and
Nstep the number of discrete steps of one frequency ramp. Ac-
cording to the values of Table 3, the lower limit of BW is
26 kHz and the upper limit is 8.3MHz. Therefore, the higher
CP current of 5.00mA is used for the radar measurement mode
because it provides a bandwidth BW within the given range.
This is not given when setting a CP current of 0.31mA.
Accordingly, a higher phase margin Φ causes less peaking in

the transient response [43]. In contrast, when operating in com-
munication mode, the transient response is either way compen-
sated by the two-point manipulation as described in Section 2.1.

In Figure 9, the simulated and measured SSB PSDs of the
phase noise at the two different CP currents are presented. It is
obvious that the peak of the phase noise in the middle of the plot
at the resonance frequency is moved to a lower frequency by re-
ducing the CP current. Furthermore, the peak is much narrower
than at 5.00mA, which becomes clearer when considering the
logarithmic scale of the frequency axis. The narrowing of the
peak can be explained by the reduction of the PLL’s bandwidth.
Deviations between the simulation andmeasurement results are
caused by tolerances of the high frequency components such as
the VCO and tolerances of the electrical components of the LF.
The latter explains the deviation of the resonance frequency be-
tween simulation and measurement. In addition, the control be-
havior of the system is measured, while the simulation assumes
a perfect transfer function without disturbances.
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FIGURE 8. Bode diagram of GCL(s) of the PLL at CP current (a) 5.00mA and (b) 0.31mA.
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FIGURE 9. L(f) SSB PSD phase noise with CP current (a) 5.00mA and (b) 0.31mA.

A common method to evaluate the impact of the phase noise
on a signal is to calculate the so-called Residual Frequency
ModulationResidual_FM in Hz. It describes the standard de-
viation of the frequency error and is calculated as follows [43].

Residual_FMdiv =

√
2 ·

∫ fhigh

flow

S∆f (f)df

=

√
2 ·

∫ fhigh

flow

SΦ(f) · f2df (12)

To determine Residual_FMV CO at the VCO’s output, the
phase noise L(f) was measured with a spectrum analyzer be-
tween the internal divider and the variable divider. Only the
receiver’s PLL was measured because the transmitter’s PLL is
built identically. Between the internal divider and the variable
divider, the frequency is 64 times smaller than the frequency
of the radiated wave. According to [45] and [42] SΦ(f) is re-
duced by the square of the divider factor so that the measured
L(f) is 642 (approximately 36 dB) smaller than at the VCO’s
output. Using Equation (7) and (8), the value in Table 1 was
found for the carrier frequency of 1.906GHz. Consequently,
an estimation for the carrier frequency of 122GHz could be
made by multiplying the value by 642.
It is obvious that the measurement after the frequency divi-

sion fulfills the requirement of (8), while a measurement at the
VCO’s output would not do so. This means that the measured
L(f) after the internal frequency divider can be converted into
the phase deviation according to (7) and further used for the
calculation of Residual_FMdiv . As for the VCO’s output, a
measurement would not provide revealing results about SΦ(f)

and a direct calculation of the desired Residual_FMV CO is
not possible. Nevertheless, Residual_FMV CO can be calcu-
lated with Residual_FMdiv .

SΦ,V CO = SΦ,div · 642 (13)

The CP current was set to 5mA, fα = 100Hz and fβ = 1MHz
for the measurement.
The phase deviation SΦ(f), after the internal frequency di-

vider, can be converted to a frequency deviationS∆f (f), which
is done by deriving the phase in the time domain. A deriva-
tion in the time domain corresponds to a multiplication by f
in the frequency domain, when calculating amplitude values.
However, SΦ(f) is given as power density so that a multi-
plication by f2 is necessary [38]. To get the total power of
the frequency deviation, S∆f (f) is integrated over a band-
width of interest, which is in this case from fα = 100Hz to
fβ = 1MHz. The SSB spectrum is commonly integrated so
that the factor two needs to be added because the spectrum is
symmetrical to the y-axis. The root of the result is taken to
finally obtain the Residual Frequency Modulation after the in-
ternal frequency divider Residual_FMdiv . This whole calcu-
lation from SΦ(f) to Residual_FM , as described in Equa-
tion (12), is explained in multiple works [37, 38, 46]. The
Residual_FMV CO at the VCO’s output can be calculated by
multiplying Residual_FMdiv by 642.

Residual_FMV CO = Residual_FMdiv · 642 (14)

To evaluate the impact of the CP current, the area under
S∆f (f) is examined since it corresponds to 1

2 ·Residual_FM2

according to (12).
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FIGURE 10. Simulated frequency noise at CP current 5.00mA and 0.31mA.

In Figure 10, the simulated S∆f (f) is plotted for different
CP currents. Looking at the area beneath the curves, it can
be seen that 1

2 · Residual_FM2 is decreased by changing the
CP current from 5.00mA to 0.31mA. The x-axis is limited at
300 kHz to point out the difference between both curves more
significantly. This difference proves that lowering the CP cur-
rent decreases the phase noise of the RadCom system. When
calculating the Residual_FMV CO for both currents, a signif-
icant difference can be achieved. The results are presented in
Table 2.
By adapting the CP current, Residual_FMV CO, which is

mostly used to quantize phase noise, can be reduced by 54.66%.
In a next step, it is shown that the reduced phase noise leads to
an improved BER performance.

3.2. Simulation and Measurement of the Disrupted Signal
Transfer

To verify that a decreased CP current has a positive effect on the
BER, we set up both a measurement and aMatlab simulation of
the whole transceiving line. In this section, it is described how
the measurement and the simulation are built up.
Figure 11 visualizes the measurement setup. Two similar

RadCom systems are placed in a distance of 1.5m approxi-
mately — one as receiver Rx RadCom and the other one as
transmitter Tx RadCom. The data is then transmitted in two
different ways: On the one hand, it is transmitted as freely prop-
agating electromagnetic wave via the RadCom system; on the
other hand, the data is transmitted via an ethernet cable laid
between both systems. Thus, it is possible to compare both
bitstreams inside the receiver’s FPGA. Considering the cable’s
data as faultless, the BER of the RadCom system can be eval-
uated. Normally, no errors are detected in this kind of mea-
surement setup due to a quite high signal-to-noise ratio (SNR)
of approximately 12 dB. Therefore, a moveable metal plate is
placed in between. With a stepper motor, this metal plate can
be moved right in front of the transmitter so that the SNR is re-
duced to approximately −10 dB. Depending on the position of
the metal plate, a varying SNR is set, which allows for plotting
a representative BER curve. Table 3 summarizes all parameters
of the RadCom system.
According to the measurement, a simulation code was writ-

ten in Matlab to verify the respective results. This simulation

aims to rebuild the reality as well as possible. Consequently, a
lot of effects need to be considered. First, the simulation is cre-
ating a random array of “0” and “1” representing the bitstream
to be transferred. This data is then translated into the respective
modulation frequency fmod(t) = ±1MHz, which is later used
to create a FSK modulated oscillation.
As phase noise is disrupting the signal, its influence has to

be considered as well. The SSB PSD L(f) of the CP cur-
rents 0.31mA and 5.00mA, as shown in Figure 9, are inter-
nally saved in the code. L(f) is then converted to SΦf (f). At
this step, the factor 2 between the two values, as described in
(7), is not necessary because the SSB spectrum will be later ex-
tended to a double side band (DSB) spectrum, which equals a
multiplication by 2. Next, SΦ(f) is multiplied by f2 to obtain
S∆f (f). The discrete sample points of S∆f (f), however, have
to be weighted with the frequency resolution. For example, if
the sample points are 10Hz away from each other, they must be
ten times bigger than if the sample points are 1Hz away from
each other. This relationship ensures that an integration over
a defined bandwidth is not depending on the frequency reso-
lution, which is the inverse of the simulation time. For this
reason, S∆f (f) is further divided by the simulated time of the
transmitted signal to match the PSD of the frequency noise to
the frequency resolution of the simulation.
By taking the root of the PSD just calculated, the noise

is transferred from the power domain to the amplitude do-
main. Now, the result is multiplied by a white, complex, and
Gaussian-distributed noise signal, which is unique for every run
of the simulation. This step can be explained as follows: Per
definition, the PSD is the spectrum of the autocorrelation func-
tion, which is calculated out of the probability density func-
tion (PDF). For a realistic simulation, the autocorrelation func-
tion is not needed because it describes only probabilities but not
concrete events. Thus, one possible event of a stochastic pro-
cess with the desired PSD is needed and can be found in a time
signal or sequence. Its spectrum can be obtained by multiply-
ing a spectrum of a white, complex, and Gaussian-distributed
noise signal by the spectrum of a linear time-invariant (LTI) sys-
tem with a defined transfer function H(f) [47]. In this case,
s∆f (f) =

√
S∆f (f) can be considered as the LTI system,

which is used to create a SSB power spectrum of a signal and
which is a possible event of stochastic process with the desired
PSD.
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TABLE 1. Integrated phase noise.

Carrier frequency
∫ fβ
fα

SΦ(f)df

1.906GHz 0.0005094 rad2 Measured

122GHz 2.0865 rad2
Calculated by
Equation (13)

TABLE 2. Residual_FMV CO at different CP currents.

CP current Residual_FMV CO

5.00mA 159.920 kHz
0.31mA 72.497 kHz

TABLE 3. Parameters of the RadCom system.

Parameter Symbol Value
FMCW type - triangular

Start frequency fstart 122GHz
Chirp bandwidth BWchirp 4.5GHz
Ramp duration Tr 540µs

Steps of one frequency ramp Nstep 4500
Sampling frequency of ADC fs 80MHz

LO frequency fLO 25MHz
CP current ICP 0.31; 5.00mA
Order of LF - 3
Slope of VCO SV CO 2310MHz

V

Parameter Symbol Value
Order of low pass filter - 6

Cut-off frequency of filter fLPF 5MHz
Gain G 43 dB

Data rate R 1Mbit
s

Carrier frequency fc 122.500GHz
Frequency separation fsep ±1MHz

Offset between Tx and Rx foffset 0Hz
FSK modulation order M 2

Data of one measurement Dmeasure 4.295Gbit
Data of one simulation Dsim 10Mbit

Tx RadCom Rx RadComRadar data

 Cable data 

Movable
metal plate

FIGURE 11. Scheme of the measurement setup to obtain a BER curve.

Finally, the SSB power spectrum is mirrored and complexly
conjugated to obtain a DSB power spectrum, which is con-
verted to a time signal via an inverse fast fourier transform
command. The result is the frequency deviation fnoise(t) of
the modulated oscillation at every time. This is calculated sep-
arately for the transmitter and receiver and added to the modu-
lation frequency. The following Equation (15) shows the whole
calculation to get fnoise(t) out of L(f).

SΦ(f) = 10
L(f)
10

S∆f (f) = SΦ(f) · f2 · 1

tsim

s∆f (f) =
√

S∆f (f)

n∆f , SSB(f) = s∆f (f) · nwhite
n∆f , DSB(f) = n∆f , SSB(f) + n∆f , SSB(−f)∗

fnoise(t) = F−1{n∆f , DSB(f)}

(15)

One may wonder why the frequency deviation is calculated
and not simply the phase deviation. The answer is that phase
fluctuations higher than π or lower than −π occur. When ex-
ceeding this limit, it is impossible to add further noise power

because a phase deviation of 1.5π, for instance, corresponds
to a phase deviation of −0.5π. Thus, a phase fluctuation can
disrupt the oscillation just to the aforementioned limit, while
a frequency fluctuation can vary arbitrarily high. To simulate
high phase noise, the frequency deviation is calculated instead
of the phase deviation.
Since the transceiver features just one VCO to create the

wave, it is impossible that discontinuities in the phase occur.
The simulation takes care of this effect by continuouslymeasur-
ing the phase of the current oscillation sample and calculating
the difference Φdiff to the next oscillation sample. By adding
this phase to the argument of the created oscillation, phase dis-
continuities, which may occur during a frequency change, are
compensated so that a continuous phase of the whole oscillation
is assured. Finally, the carrier frequency fc is added to the mod-
ulation frequency fmod(t) and frequency deviation fnoise(t)
caused by the phase noise. Out of the sum of these frequencies
and the phase differenceΦdiff, the FSKmodulation is created as
described in Equation (16) with Psig being the variable power
of the signal to set different SNR values.

s(t) =
√
Psig · sin(2π · (fc + fmod + fnoise) · t+Φdiff) (16)

In Section 2, it is described that in theory the PLL has an imme-
diate transient response because of the two-point manipulation.
Of course, in reality, a transient response of the system can still
be observed even though it is much faster than the one of a PLL
with just one manipulation. The transient response can be ex-
plained by a finite slope of the data signal, i.e., the change of the
bits takes approximately 35 ns due to the rise time of the analog
signals. Furthermore, the VCO also has a finite slope. Hence,
it is impossible to jump immediately from one frequency to an-
other. On that account, there is still a transient response, but it
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FIGURE 12. SSB spectrum of a continous wave signal at CP current (a) 5.00mA and (b) 0.31mA.

is limited mostly by the PLL chip, the FPGA, and the slope of
the VCO and not by the transfer function of the control loop.
That being the case, a bit change is not immediately transferred
in a frequency change, which needs to be considered in the sim-
ulation as well. Therefore, a slope of the modulation frequency
fmod(t) is built in when changing a bit. The rise time of the
frequency, however, is short enough that its impact on the BER
at a data rate of 1Mbit

s is neglectable.
After creating the FSK modulated wave, the signal is dis-

rupted by additive white Gaussian noise (AWGN) of the ampli-
tude. Its power was previously measured so that it can be sim-
ulated quite accurately. The AWGN is created by a Gaussian-
distributed random generator and is added to the signal. The
noisy signal is then multiplied with the receiver’s wave to mix
it down to the baseband and to obtain a complex oscillation
containing I- and Q-signal. The receiver’s wave is created the
same way as the FSK modulated oscillation (cf. Equation (16))
with the only difference that fmod(t) is constantly zero because
the receiver does not modulate any data. The mixing of the
transmitter and receiver’s wave is an important step because
both waves are disrupted by phase noise and therefore have a
widened spectrum. The multiplication in the time domain cor-
responds to a convolution of the spectra in the frequency do-
main, which results in a further widening of the spectrum.
In the next step, the baseband signal is filtered by a Butter-

worth filter with the same order as in the hardware receiver.
In the receiver’s circuit amplitude, the AWGN occurs also

after the filter even though it has less power than the AWGN
before the filter. The power of the AWGN after the filter was
also previously measured and the value saved in the simulation.
Again, a Gaussian-distributed random array is added to the fil-
tered signal to simulate the unfiltered AWGN in the receiver’s
circuit.
On the hardware board, the I- and Q-baseband signals are

amplified and filtered by different filter and gain blocks. Thus,
a minimal phase shift between I and Q can be observed, which
has an impact on the phase between I and Q; it is no longer ex-
actly 90◦, but has got an angle between 95.2◦ and 99◦. In the
simulation, this is realized by delaying the Q-signal by a few
samples (corresponding to 6.75◦). This fact results in a mir-
roring of the signal’s spectrum to the negative part of the spec-
trum, which can be observed in the measurement. However,
the phase shift between the I and Q signal has a neglectable in-

fluence on the BER in the simulation and is therefore not con-
sidered further.
In the receiver’s circuit, the signal is additionally amplified

and sampled. This is not necessary in the simulation because
it creates sampled signals either way and can detect the signal
independently of its power. Therefore, the signal is directly de-
modulated by multiplying it by a reference cosine and sine and
integrating it over the time of one bit. Finally, based on the
demodulated noisy signal, a maximum likelihood detector de-
cides which bit is sent. The calculated bitstream of the detector
corresponds to the received bitstream in fact. It is compared
with the transmitted bitstream to get the BER.

3.3. BER and Signal Spectrum

Figure 12 shows the simulated and measured spectra of a con-
tinuous wave (CW) signal with 5.00mA and 0.31mA CP cur-
rent. A CW signal is a wave with just one frequency and cor-
responds to a bitstream containing only ones.
The SNR was set to 10 dB, and 16384 samples were ob-

served. It can be seen that the spectrum is narrowing in the
simulation and in the measurement when the CP current is de-
creased. In addition, the peak becomes a little higher because
the same power is now spread over a smaller bandwidth. The
little deviation between measurement and simulation is mainly
caused by the randomly created amplitude noise. Although the
noise parameters such as variance and PSD are the same in the
simulation and the measurement, the array of random numbers
is of course always different because it is a random process.
Therefore, the spectra of the measurement and simulation have
small local differences.
The narrowing of the spectrum increases the probability of a

correct assignment of the received frequency to the respective
transmitted bit, producing an improved BER curve. Figure 13
shows the BER at a varying the energy per bit to noise power
spectral density ratio (Eb/N0) for the two different CP currents.
A flattening of the 5.00mA-curve for higher Eb/N0 val-

ues can be recognized. In this area, the strong phase noise of
the 5.00mA-curve is dominating the amplitude noise so that
a further increase of the signal power does not lead to an im-
proved BER. In contrast, the 0.31mA-curve shows nearly no
flattening because its phase noise is reduced. For example, if
two AGVs communicate with an Eb/N0 of 15 dB, the low-
ering of the CP current improves the BER from 5 · 10−5 to
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5 ·10−7, which is a decrease of bit errors of 99.0%. The smaller
Residual_FMV CO at a CP current of 0.31mA as shown in
Section 3.1 improves the BER. This improvement is proved
by both the measurement and simulation. However, it can be
observed that the curve of the measurement fluctuates a little
around the simulated values. This is because theEb/N0 is esti-
mated just before the actual measurement. During the measure-
ment, the Eb/N0 may deviate slightly, resulting in small inac-
curacies of the Eb/N0. Nevertheless, both the measurement
and the simulation of the 0.31mA-curve are close to the theo-
retical limit of a non-coherent FSK modulation. It is proof of
the impact of the phase noise at 0.31mA becoming neglectably
small and the system operating near its theoretical optimum for
the given settings.

0 5 10 15 20
EbN0 in dB

10-8

10-6

10-4

10-2

100

B
E
R

Simulation 5.00 mA
Measurement 5.00 mA
Theory non-coherent FSK

Simulation 0.31mA
Measurement 0.31 mA

FIGURE 13. Measured and simulated BER at CP current 5.00mA and
0.31mA.

4. CONCLUSION
In this paper, we present an approach for a new RadCom sys-
tem for AGVs and a new method to reduce the bit errors during
communication. It is shown that switching the PLL’s CP cur-
rent from 5.00mA to 0.31mA modifies the transfer function
and especially the bandwidth of the PLL. This leads to a smaller
phase noise at the VCO’s output so that a narrowed spectrum
and an improved BER are achieved. The results were measured
and further proved by a corresponding simulation. Thus, the
variable CP current allows good setpoints for both modes, radar
measurement and communication. Especially in good condi-
tions with high Eb/N0, for example if two AGVs are close to
each other, the advantage caused by the reduced CP current has
a great impact on the communication performance.
The influence of the data rate and the reduction of the fre-

quency separation are further topics to be investigated. The pa-
per at hand provides the groundwork for further research in this
field.
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