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Optimizing 1D Dielectric Electromagnetic Bandgap (D-EBG)
Structures Using Multistage Genetic Algorithm (MS-GA)

and Considering Parameter Variations

Chouwei Guo, Yusheng Hu*, Lijin He, and Mengyuan Niu

Abstract—An optimization method utilizing a multistage genetic algorithm (MS-GA) and considering
parameter variations has been proposed to obtain optimal design of one-dimensional dielectric bandgap
(1D D-EBG) structures with a few periods in small packaging power distribution networks. One-
dimensional finite method (1D FEM) is used to improve computational efficiency and iteration speed.
MS-GA consists of 3 stages: In stage 1, the population was initialized by Hamming distance, and the
fitness was calculated to determine the number of EBG period. In stage 2, genetic manipulation and
sensitivity analysis were used to improve local search ability and obtain preliminary results. In stage
3, cubic spline interpolation and local integral were used to reconstruct the fitness evaluation function
considering parameter deviation, adjust the results, and obtain the optimal parameters. Three optimized
target frequency bands with center frequencies of 2.4GHz, 3.5GHz, and 28GHz were optimized, and
Pearson coefficient was used to analyze the correlation between the parameters to better understand
the influence of parameter deviation on the optimization results. The achieved results meet the
optimization object within the allowable range of parameter errors, and the parameter constraints
were successfully met for all three designs, with their final dimensions below 20mm. Three-dimensional
full-wave simulation software was used to simulate and analyze the stopband bands, and the simulation
results were consistent with the calculation results.

1. INTRODUCTION

With the improvement of high-speed circuit performance, ground bounce noise and synchronous switch
noise (SSN) have become one of the major concerns in high-speed packages and printed circuit board
(PCB) design. Power distribution networks (PDNs) have become the main propagation path of
electromagnetic noise. Meanwhile, the resonance between power/ground planes can lead to serious
signal integrity (SI) issues and power integrity (PI) problems [1]. Thus, various suppression strategies
have been proposed, such as segmented power/ground plane [2] and embedded capacitor [3]. However, at
higher frequencies, electromagnetic noise can still couple through gaps. The use of electromagnetic band
gap (EBG) structures is a promising approach to address high-frequency electromagnetic interference. It
is a periodic structure that shows stopband effect in a specific frequency range. High-impedance surface
EBG [4], coplanar EBG [5], and dielectric electromagnetic bandgap (D-EBG) structures [6] have been
proposed. Among them, D-EBG substrates has the advantages of high reflectivity without breaking
the circuit’s signal integrity, effectively controlling the electromagnetic wave wavelength in small-sized
packages with high integration. Although these wide bandgap structures have been widely used in fields
such as microwave bandstop filters, microwave power amplifiers, antennas, and resonant cavities, their
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research on noise suppression in power distribution networks, especially in small-sized packaging and
intelligent optimization design, requires further investigation.

In order to achieve wider stopband and higher suppression depths in PDN, various types of
intelligent algorithms have been applied to the optimization of EBG structures, including cuckoo
search algorithm [7], genetic algorithms [8], global evolutionary algorithm [9], and swarm intelligence
algorithm [10]. Among them, genetic algorithm is widely used in the field of electromagnetic engineering
due to its ease of implementation and strong robustness [11, 12]. In antenna design [13], microwave
imaging [14], filter design [16], and power distribution network design [8], genetic algorithms are
introduced to optimize the structural parameters. Ref. [15] introduces a multiobjective evolutionary
algorithm that is capable of handling unconstrained and constrained, single and multiobjective problems
without any restriction on the number and nature of variables, constraints, and objectives. Ref. [8]
combines genetic algorithms with multilayer finite difference method and dispersion diagram to obtain
co-planar EBG structures that meet design specifications. Ref. [16] proposes a hybrid genetic algorithm
combined with the stepladder macro-zone for fast calculation of the dispersion diagram. Ref. [17]
proposes an electromagnetic optimization hybrid algorithm based on genetic algorithm and evolutionary
strategy, which overcomes the limitation of genetic algorithm easily falling into local optimal solution.
In [18], a new fuzzy genetic algorithm (FGA) is developed to optimize the ground plane with dielectric
electromagnetic bandgap (D-EBG) structure. Some improved genetic algorithms have been proposed
successively to accelerate the convergence speed, improve the result accuracy, and expand the band
gap bandwidth [19–21]. Although these optimize strategies have good application in the structural
design of EBG structures in multi-layer packaging systems, there are a few designs for EBG in small-
size packaging [22–25]. The current algorithms mainly focus on dispersion curve and forbidden band,
while the power distribution network electromagnetic interference suppression mainly focuses on noise
isolation. It should be noted that forbidden band gap is calculated based on infinite periods, which
makes it unable to present the noise isolation degree in limited periods. In addition, Bloch/Floquet
boundary conditions are generally used in the current algorithms, which are in good agreement with
the infinite periodic structure, but for the less periodic structure EBG, it is difficult to meet the strict
Bloch/Floquet boundary conditions, so the calculation error is large. Moreover, the parameter deviation
caused by processing is a factor that cannot be ignored, and the dielectric constant of the material is
usually discontinuous, unfixed, and susceptible to external factors, so it can be challenging to obtain
materials that have a stable dielectric constant for specific applications.

This article proposes a method for 1D D-EBG structure design with a few periods, in which
parameter variations are considered, called the multistage genetic algorithm. In this paper, we use 1D
FEM to calculate the stopband with a specified isolation, which can improve computational efficiency
and iteration speed. The method consists of three stages: In stage 1, a hamming distance initialization
population is used to detect the existence of the bandgap by specifying an isolation degree to define
the bandgap, thereby avoiding infinite periodic dispersion calculations. In stage 2, sensitivity analysis
is applied in each genetic iteration to improve the algorithm’s local search ability. In stage 3, the
optimization results are adjusted using a new fitness function generated by multidimensional cubic spline
interpolation and integral function based on parameter variations, which is the property deviations of
high dielectric constant material and tolerance deviation of size design. By using this method, the
optimal parameters of 1D D-EBG were determined for various design objective, and the optimization
results and their variation patterns were obtained.

2. FINITE ELEMENT METHOD OF 1D D-EBG

Embedding barium titanate ceramics with high dielectric constant into the substrate of Rogers
RT/duroid 5880 material (εr = 2.2), which has low dielectric constant and low loss, is extensively
used in the multilayer PCB of the 5G era.

The established model is a periodic structure formed by alternating distribution of high-dielectric-
constant material (Hk) and low-dielectric-constant material (Lk) in a single direction. This periodic
structure is embedded in a pair of inner power/ground planes in a multilayer PCB. The noise generated
by high-speed signals will be excited at the noise source end and coupled with the signal line at the
receiving end. The EBG structure can effectively decouple the noise.
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Figure 1. (a) 1D D-EBG power/ground network. (b) Finite element for 1D D-EBG.

The 1D D-EBG structure is shown in Fig. 1(a), with a periodicity of length p, where each EBG
unit has HK width wc, and the dielectric constants of HK and LK are εr1 and εr2, respectively. In high-
speed packaging and multilayer PCB, the dielectric thickness between the power and ground planes is
very small, much smaller than the wavelength of the electromagnetic waves being transmitted. So, it
is assumed that there is no variation in the electric field along the z-axis. Only the Ez component of
the electric field and the Hx and Hy components in the xy plane of the magnetic field exist. Then, the
model assumes that the system is infinitely long along the y-axis with uniform and constant dielectric
properties, and the gradient of the electric field along the y-axis is zero. Consequently, Hx = 0. The
final model can be simplified to one-dimension, and only one-dimensional electromagnetic propagation
in the x-axis caused by the periodicity of the medium is considered.

The 1D finite element model is shown in Fig. 1(b), where an electromagnetic wave propagates
along the x-direction, and the excitation source and receiver are located at the left and right ends,
respectively. The model is a line segment of length L containing g D-EBG elements, where the two
different dielectric subelements within each EBG element have equal lengths.

The low and high permittivity subelements within each EBG element are discretized into m1 and
m2 finite element line segments, respectively, resulting in a total of N discrete nodes, N = (m1 +m2)g.
The total number of finite elements in the model is M = N − 1, and Fig. 1(b) shows an example with
m1 = m2 = 2. The governing partial differential equation for the electromagnetic field in this model is
the one-dimensional Helmholtz equation:

d2Ez

dx2
+ k2Ez = 0 (1)

where k is the propagation constant, and k = k0
√
εrµr. k0 is the wave number in vacuum; εr and µr

are respectively the relative permittivity and relative permeability of the medium. The electric field
intensity at the left end of a transmission line can be expressed as

Ez = Einc
z + Eref

z = E0e
−jk0x +RE0e

jk0x (2)

where E0 represents the amplitude of the given incident wave and can be set to 1V/m; R represents the
reflection coefficient; and Einc

z , Eref
z represent the incident and reflected waves, respectively. Therefore,

at the left boundary

dEz

dx
= −jk0E0e

−jk0x + jk0RE0e
jk0x = jk0Ez − 2jk0E0e

−jk0x (3)

Similarly, assuming that the wave at the right end is absorbed by a boundary, it can be expressed as

Ez = TE0e
−jk0x (4)

where T represents the transmission coefficient. Then, at the right boundary:

dEz

dx
= −jk0TE0e

−jk0x = −jk0Ez (5)
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The governing differential (1) and boundary conditions (3) and (5) form a boundary value problem. Let
Φ = Ez, β = k2, then (1) can be expressed as

d2Φ

dx2
+ βΦ = 0 (6)

Rewrite (3) and (5) in the form as
dΦ

dx
+ γΦ = q (7)

It represents the third type of boundary condition, where γ is a parameter related to the physical
properties of the boundary, and q is the exciting input at the boundary. For (3), γ1 = −jk0,
q1 = −2jk0E0e

−jk0x, x = 0, and for (5), γN = jk0, qN = 0, x = L.
The equivalent functional of the boundary value problem [26] to be solved is given by

F (Φ) =
1

2

∫ L

0

[
dΦ

dx

2

− βΦ2

]
dx+

[γ
2
Φ2 − qΦ

]
x=0,L

(8)

It contains two terms, the first of which can be written in discrete form

F (Φ) =

M∑
e=1

F e(Φe) (9)

where e represents the element. F e(Φe) is the energy functional inside the element defined in

F e(Φe) =
1

2

∫ xe
2

xe
1

[(
dΦe

dx

)2

− β (Φe)2
]
dx (10)

where xe1 and xe2 are the nodal coordinates of element ‘e’ with local node numbers 1 and 2. The element
stiffness matrix Ke can be obtained by taking the derivative of F e with respect to Φe using the local
numbering scheme with nodes as

Ke
11 = Ke

22 =
1

le
+ βe le

3
(11)

Ke
12 = Ke

21 =
1

le
+ βe le

6
(12)

where le is the length of the element. After assembling all the element coefficient matrices, the global
coefficient matrix K is obtained. The resulting matrix equation is

[K]{Φ} = {b} (13)

where b is the zero vector. The second term of the functional in (8) is considered, and let

Fb =
[γ
2
Φ2 − qΦ

]
x=0,L

(14)

Due to the boundary condition at node 1, the global coefficient matrix K and vector b are modified as
given in

K11 =
1

l(1)
+ β(1) l

(1)

3
+ γ1 (15)

b1 = q1 (16)

Similarly, the global coefficient matrix K for node N is modified as

KNN =
1

l(M)
+ β(M) l

(M)

3
+ γN (17)

These modifications are made based on the stationary point condition at the boundary nodes

KNN =
1

l(M)
+ β(M) l

(M)

3
+ γN (18)
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Solving the equation group can obtain the total excitation strength at the port of the stimulus source
and the absorbing boundary port nodes. Then, the reflection coefficient and transmission coefficient
can be calculated. These can be expressed as

R =
Ez(x1)− E0e

−jk0x1

E0ejk0x1
(19)

T =
Ez(x2)

E0e−jk0x2
(20)

where x1 = 0 and x2 = L. The scattering parameters expressed in decibels are as

S11 = 20 logR (21)

S21 = 20 log T (22)

where S11 represents the return loss, and S21 represents the insertion loss.

3. MULTISTAGE GENETIC ALGORITHM

3.1. Encoding of 1D D-EBG

Figure 2 represents the design parameter encoding implementation of a 1D D-EBG structure located
between the power distribution network and the power ground plane. Here, A, B, and C denote binary-
coded individual genotypes, representing the relative dielectric constant (εr) of HK, the periodic length
(p) of the 1D D-EBG, and the filling ratio (r) of the HK, respectively. The specific sizes of m, n, and k
are determined by the precision of the optimized variables. The width wc of HK in one period can be
expressed as

wc = p · r (23)

Binary coding is used to generate the initial population P with a population size of N . The individuals
in the population of 1D D-EBG structure can be represented by a binary code that concatenates three
sets of binary codes representing different genotypes. The binary genotype encoding [a1, a2, a3, . . . , am]
corresponds to a decimal number x with the following relationship:

x = xl + (xh − xl)

m∑
j=1

aji2
j−1

2m − 1
(24)

where xl and xh represent the lower and upper bounds of the optimized parameters in the equation,
respectively. The numerical values of the bounds are determined by the machining precision and specific

r

r

c

Figure 2. Encoding of 1D D-EBG structure.
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design requirements. Individual X is composed of all genotypes including A, B, and C. It can be
represented by a one-dimensional matrix as

X = [AT , BT , CT ] (25)

3.2. Multistage Genetic Algorithm

Currently, optimization algorithms mainly focus on optimizing parameters of planar EBG structures.
References [7, 9] focused on the automatic design of infinite-period planar EBG structures but did not
consider the practical application of finite-period EBGs in noise suppression. Although [8] further
considered finite-period noise isolation, the design process was cumbersome, and the size was large.
Reference [16] used a hybrid method to calculate the dispersion diagram of metamaterial structures
but did not focus on the propagation performance of EBG in finite structures. Additionally, it was
applicable to complex 3D modeling and not suitable for 1D electromagnetic characteristic calculations
of structures. Reference [18] used a two-dimensional PBG structure as the optimization object and
focused on multi-objective optimization of microstrip structure crosstalk, but it was not applicable to
wide stopbands and high noise isolation required by PDN applications. Moreover, due to the deviations
in dielectric constant, filling ratio, and periodicity length that exist in practical applications, the results
obtained from genetic algorithms cannot be implemented accurately. Therefore, this paper proposes
a 1D D-EBG structure optimization method combining MS-GA by comprehensively considering the
above deficiencies. Fig. 3 shows the design flowchart of MS-GA of this paper.

(a) (b) (c)

Figure 3. Design flow chart of MS-GA. (a) Stage 1: Determination of period number. (b) Stage 2:
Genetic algorithm combined with sensitivity analysis. (c) Stage 3: Reconstruction of the fitness function
and result adjustment.

The contributions of this paper can be summarized as follows.
(1) 1D FEM is used to calculate the stopband and isolation of finite-period 1D D-EBG structures

without the need for dispersion analysis, with advantages of low computational complexity, high
computational efficiency, and easy combination with optimization algorithms. This provides an efficient
method for evaluating electromagnetic propagation characteristics of periodic structures while ensuring
prediction accuracy.
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(2) Combining sensitivity analysis improves the local search ability of the genetic algorithm by
utilizing local integration to comprehensively consider the impact of parameter deviations on stopband
characteristics, accelerating convergence speed and enhancing design robustness and stability.

(3) Comprehensively considering factors such as stopband width, noise isolation, number of periods,
and parameter variation, an automated design scheme for miniaturized, wide stopband, and high noise
isolation 1D D-EBG is proposed, making it more beneficial for engineering applications of D-EBG in
noise suppression fields.

3.2.1. Stage 1: Determination of Period Number

In basic genetic algorithms, using Hamming distance to initialize a population (Hamming distance
population, HD pop) can distribute the population as widely as possible in the solution space to
more comprehensively and scientifically characterize the features of the solution space compared to
generating populations completely randomly. Hamming distance is the number of positions at which
the corresponding symbols in two binary sequences are different. It can be describe as

H(x, y) =
L∑
i=1

[xi ̸= yi] (26)

where x and y represent two binary sequences that are equal-length. L represents the length of sequence.
The brackets [xi ̸= yi] evaluate to 1 if the two symbols are different and 0 if they are same. The sum
of all the resulting values gives the Hamming distance between the two strings.

In the initialization stage, the minimum Hamming distance Hmin is first set. During the process of
generating the initial population randomly, each newly generated individual is compared with every
existing individual to determine their Hamming distance. If the Hamming distance between two
individuals is less than Hmin and greater than 1, it indicates that they are too similar and need to
be regenerated. In this article, Hmin can be calculated in Hmin = L/2 + 1.

In the initial stage, it is necessary to first determine the optimization objectives and parameter
constraints. The optimization objectives are the target frequency band, Bset, and the target isolation
degree, Sset. The finite element method of 1D D-EBG is applied to obtain the transmission coefficient,
S21. The parameter constraints define the range of values for the optimized parameters.

The below criterion for determining the forbidden band isolation:

S21 ≤ Sset (27)

The fitness function can be expressed as

f(x) =

{
0, Bset /∈ Bgap

Bw, Bset ∈ Bgap
(28)

where Bgap and Bw represent the calculated forbidden band and bandwidth, respectively (in gigahertz).
Bset is the optimized target frequency range, and it can be expressed as Bset = (fl, fh), in which fl and
fh represent the lower and upper limits of the target frequency band. If the calculated stopband range
does not include the target frequency band, the fitness value is 0; otherwise, the fitness value equals the
magnitude of the stopband, in gigahertz.

The initialization period is set to 3, and the population is initialized using the minimum Hamming
distance. If no individuals in the population have a fitness greater than 0, it can be inferred that there
are no parameters that meet the criteria within this period. Subsequently, the period is increased, and
the calculation is repeated until a period with a fitness value greater than 0 is found.

3.2.2. Stage 2: Genetic Manipulation Combined with Sensitivity Analysis

The combination of genetic manipulation and sensitivity analysis (SA) has been widely used in biological
research. Genetic manipulation involves modifying the gene expression of an organism, while sensitivity
analysis examines the response of a system to changes in its inputs.

Genetic algorithm is a stochastic global search optimization method that has limitations in local
search. SA well characterizes the impact of parameter variations on the output of the algorithm model
and is beneficial for improving the local search capability of genetic algorithm.
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The selection operation employs both the elitist preservation and roulette wheel strategies to ensure
the accuracy of optimization results. The crossover operation utilizes the two-parent single-point
crossover strategy to reasonably control the crossover point to ensure sufficient gene exchange. The
mutation operation adopts a random bitwise flip strategy, where only one bit is changed per mutation
event.

Fig. 4 shows the flowchart of sensitivity analyses at the end of each genetic iteration, and only
two parameters are shown to make it more intuitive. First, the binary sequences are transformed into
decimal number. Then, add or subtract the step size to each parameter to obtain combinations of three
numbers. Finally, calculate the fitness value of each combination to find the max fitness value and
ascertain the direction of sensitivity vectors (SV).

Figure 4. Flow chart of SA.

For the optimal structure parameter search problem of 1D D-EBG, sensitivity vectors of the
objective function with each design parameter are obtained. The direction with the maximum sensitivity
vector is selected as the search direction. It can be expressed as

∇f(Xb) =

(
∂f

∂x1
,
∂f

∂x2
, . . . ,

∂f

∂xm

)
(29)

Let Xb be the individual with the maximum fitness in the population and f(X) be a non-
differentiable function of m dimensions. The next generation’s parameter can be represented as

xt+1
i =

{
xti + δi · ∇f(xi), f(xi +∆xi) > f(xi)
xti − δi · ∇f(xi), f(xi +∆xi) < f(xi)

(30)

The symbol δi denotes the iterative step size, which is set to a relatively small positive number
determined by the design accuracy of the i-th parameter. The variable t represents the current iteration
index. If the sensitivity vector points towards the direction in which the objective function increases,
moving the parameter xi towards this direction results in obtaining the maximum value. Conversely,
moving in the opposite direction will yield the minimum value.

Performing SA on the best individual in the population and computing its fitness function allows
replacing the individual with the lowest fitness value with the newly generated offspring as a part of
the iteration process. This ensures that the newly generated individuals are more likely to have better
fitness values, promoting the convergence of the optimization algorithm.

3.2.3. Stage 3: Reconstruction of the Fitness Function

Although the sensitivity analysis in stage 2 already enabled us to obtain a parameter combination
with the highest relative fitness, it is necessary to dynamically adjust the results for better engineering
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application, considering the actual accuracy of the materials used and the dimensional errors introduced
during processing.

To this end, a new fitness function has been constructed based on an improved version of (28).
This fitness function replaces the original fitness value of a parameter at x with the average fitness value
over its neighborhood (x−△x, x+△x).

Since the original fitness function f(x) is discrete, it must be first fitted into a smooth continuous
curve using a cubic spline interpolation method for the purpose of function integration. Cubic spline
interpolation is a widely-used method for fitting curves between discrete data points [27]. It employs
cubic polynomials to approximate the curves between data points of each adjacent pair, and enforces
smoothness and accuracy of the resulting interpolant by satisfying several conditions. Compared to
other interpolation methods, cubic spline interpolation can avoid oscillations and overshoots, making it
more reliable and accurate in practical applications.

As shown in (31), the new fitness function, denoted as newf(x), is defined as the average fitness
of a parameter at x with its neighborhood (x−△x, x+△x).

newf(x) =
1

2×△x

∫ x+△x

x−△x
S(x)dx (31)

To begin, we will employ the cubic spline interpolation method to convert the discrete data points
into a continuous curve. Next, we will utilize the enhanced fitness function outlined by (31).

y =


0, 0 ≤ x < 0.9

1/x, 0.9 ≤ x < 1.6

0, 1.6 ≤ x ≤ 2.2

(32)

Figure 5 illustrates the cubic spline interpolation of data points and new fitness curve generated by
MATLAB. The original discrete points were generated at intervals of 0.1 using (32). The interpolation
curve is generated based on the original fitness discrete points using a cubic spline interpolation method.

The new fitness curve is a great improvement over the interpolated curve. Firstly, the new
fitness function eliminates discontinuities, making the curve smoother and better reflecting the average

0 0.5 1 1.5 2 2.5
x

-0.2

0

0.2
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1
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y

Cubic Spline Interpolation of Data

Data Points

Interpolated Curve

New fitness curve

Figure 5. Cubic spline interpolation of data and new fitness curve.
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fitness level as parameters vary within a region. Secondly, the new fitness function fully utilizes
the complex coupling relationships between parameters, providing a more realistic description of the
relationship between EBG design parameters and the stopband performance target. Thirdly, while
ensuring computational accuracy, the new function enhances algorithm stability by effectively reducing
oscillations in the optimization target caused by parameter deviations, better meeting the robustness
requirements of engineering design optimization.

4. RESULT ANALYSIS

To validate the feasibility of the proposed MS-GA in optimal parameter search for any stopband,
multiple schemes were designed for different design options and optimization parameters. The simulation
results were verified using three-dimensional full wave simulation software Ansoft HFSS.

4.1. Dual-Parameter Optimization with Fixed width of HK

Considering the dual-parameter optimization of dielectric constant (εr) and periodicity length (p) for
high dielectric constant ceramics with fixed width (wc), we aim to investigate the impact of parameter
changes on bandgap while meeting the requirements of small size and material characteristics.

4.1.1. Design Objectives and Iterative Process

To achieve this goal, we restrict the optimized parameters by fixing the width of the high dielectric unit
(wc) at 0.5mm, setting the maximum dielectric constant (εr) to 2000, and the periodicity length (p) is
from 1mm to 4mm.

Aim parameters and final results of two design schemes are presented in Table 1. Consider a
genetic algorithm for optimizing the parameter of dielectric constant εr, where the gene length for is 6
with a minimum change of 31.73 ((2000 − 1)/(26 − 1) = 31.73), and the gene length for p is 6 with a
minimum change of 0.048mm ((4− 1)/(26 − 1) = 0.048). The minimum Hamming distance D between
two individuals is 7 ((6 + 6)/2 + 1 = 7).

Table 1. Dual-parameter optimization.

Scheme No.
Aim Preliminary Result Final Result

fset/GHz Sset/dB εr p/mm Np εr p/mm Np

1 3.4 ∼ 3.6 −80 1469 4 4 1565 4 4

2 26.5 ∼ 29.5 −100 790 2.3 5 726 2.3 5

Table 2 presents the impact of the number of periods (Np) and the initial population size (N) on the
number of individuals with a non-zero fitness. It should be noted that each generation is initialized with
random individuals, and the final result is obtained by averaging the number of successful individuals
over five trials.

Table 2. Effect of the period number (Np) and population size (N) on the number of non-zero fitness
individuals for Scheme 1/Scheme 2.

PPPPPPPPNp

N
30 40 50 60 70

3 0/0 0/0 0/0 0/0 0/0

4 3/0 4.6/0 4.4/0 6/0 4.8/0

5 6.6/4.2 11/6.6 13.4/6.2 14/6.4 19.4/6.5

6 */6.6 */9 */10.6 */13.4 */15.2
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The analysis reveals that at Np = 3, no individuals with fitness greater than 0 appear in any
population size. However, atNp = 4 for scheme 1 andNp = 5 for scheme 2, a population initialized using
Hamming distance population (HD pop) has individuals with fitness greater than 0, which comprise
approximately 10% of the population. Therefore, to achieve miniaturization of EBG structure, it can
be determined that a population size of N = 50, Np = 4 for scheme 1 and Np = 5 for scheme 2
is appropriate. Fig. 6 depicts the fitness levels of each individual in a Hamming distance initialized
population during a single fitness test.

Figure 6. Fitness of hamming initialized population (wc = 0.5mm, Np = 4 for Scheme 1, Np = 5 for
Scheme 2).

A genetic algorithm combined with sensitivity analysis will be utilized to ensure that a better local
solution is obtained before each iteration ends. Fig. 7 compares the convergence effects of each iteration
before and after incorporating sensitivity analysis for each design scheme. The traditional random
search-based genetic algorithm gradually increased the fitness from 2.8 to 2.95 over 10 iterations due to
its undirected search. However, there was little or no difference between the results of each iteration,
and the optimal solution was not found within 10 iterations. After incorporating sensitivity analysis,
the fitness gradually increased from 2.8 to 3.25 over 5 iterations for scheme 1. The algorithm always
moved in the direction of higher fitness, thus finding a better solution than the previous iteration before
each iteration ended.

Figure 7. Compare of trace with SA and without SA. (a) Scheme 1. (b) Scheme 2.
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4.1.2. Adjustment of Result

In the previous stage of our investigation, we utilized genetic operations in combination with sensitivity
analysis to identify the individual with optimal fitness. For scheme 1, the aim was to achieve
fset = (3.4GHz, 3.6GHz) and Sset = −80 dB, resulting in εr = 1469, p = 4mm, and Np = 4. For
scheme 2, the aim was to obtain fset = (26.5GHz, 29.5GHz) and Sset = −100 dB, resulting in εr = 790,
p = 2.3mm, and Np = 5.

In this phase of our investigation, we conducted a parameter scan in the vicinity of the obtained
results and acquired discrete points for the original fitness function. We then applied two-dimensional
cubic spline interpolation to fit the data. Specifically, we performed a scan for the dielectric constant
εr within the range of (εr −△εr, εr +△εr) and for the period p within the range of (p−△p, p+△p).
In this study, we chose △εr = 100 and △p = 0.2mm as the parameter intervals.

Figure 8 displays the three-dimensional plots of fitness as a function of dielectric constant and period
length, both for the fitted data using a two-dimensional cubic spline interpolation and for the fitness
function improved through modifications. Figs. 8(a) and (b) reveal a steep slope at the boundary
between zero and non-zero fitness for the interpolated data, whereas the modified fitness function
exhibits a more gradual relative change and peaks at εr = 1343 and p = 4.6mm. However, considering
the maximum allowable period length of 4mm in this approach, the optimal solution is adjusted to
εr = 1565 and p = 4mm. Similarly, Figs. 8(d) and (e) depict the three-dimensional relationship
visualization results for scheme 2, indicating that the optimal fitness is achieved at εr = 726 and
p = 2.3mm.

(a) (b)

(e)

(c)

(d) (f)

Figure 8. Results of two schemes.(p is in meters) (a) Cubic spline interpolation of f(x) for Scheme
1. (b) Using newf(x) for Scheme 1. (c) The influence of each parameter on stopband for Scheme 1.
(d)Cubic spline interpolation of f(x) for Scheme 2. (e) Using newf(x) for Scheme 2. (f) The influence
of each parameter on stopband for scheme 2. (Another parameter is fixed).

To better understand the effect of parameter variations on the stopband of the two proposed designs,
a detailed analysis was conducted on the results of both schemes. Figs. 8(c) and (f) illustrate the impact
of changes in the design parameters εr and p on the stopband range. Here, x/x0 represents the ratio of
the calculated parameters to the optimal parameters, which was constrained to fall within the range of
0.8 to 1.2 in order to accurately reflect their influence on the stopband.

As shown in Fig. 8(c), for scheme 1, at the optimal result (x/x0 = 1), the center frequency of the
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stopband was 4.7GHz with a bandwidth of 3GHz. As the dielectric constant increased, the center of the
stopband shifted downwards while the bandwidth slightly decreased. However, as the periodic length
increased, the center of the stopband moved slightly downward while the bandwidth gradually increased.
Similarly, for scheme 2, as depicted in Fig. 8(f), at the optimal result (x/x0 = 1), the center frequency
of the stopband was 28.1GHz with a bandwidth of 6.1GHz. With an increase in the dielectric constant,
the center of the stopband shifted downward while the bandwidth remained relatively unchanged. At
the optimal result, the stopband reached its widest point as the periodic length increased, but the
bandwidth on either side of the center frequency slightly narrowed.

4.2. Full-Parameter Optimization

4.2.1. Design Objectives and Iterative Process

The filling ratio of high dielectric constant units in a period has a significant impact on the bandgap
width [28]. Incorporating the filling of high dielectric constant materials into the optimization of 1D
D-EBG can further widen the bandgap and achieve higher noise isolation. To ensure that the final
results satisfy both size and material requirements, we set the maximum value of the dielectric constant
(εr) at 2000, the period length (p) between 1mm and 4mm, and the filling ratio (r) of high dielectric
constant units between 1% and 50%.

Table 3 illustrates the specific optimization objectives and results for scheme 3, while Table 4 lists
the parameter changes in each iteration. As can be seen from the results, for scheme 3, the optimized
values of εr and p both reached their maximum values after the 9th iteration, which are 2000 and 4mm,
respectively. The obtained filling ratio of high dielectric constant units was 12.9%, which is relatively
small.

Table 3. Full-parameter optimization.

Scheme No.
Aim Preliminary Result Final Result

fset/GHz Sset/dB εr p/mm r Np εr p/mm r Np

3 2.2∼2.6 −80 2000 4 12.3% 5 2000 4 12.9% 5

Table 4. Results of full parameter iteration.

iteration εr p r fitness

1 1611 3.94 17.1% 2.90

2 1660 4.00 16.3% 3.10

3 1709 4.00 16.3% 3.15

4 1758 4.00 15.6% 3.35

5 1807 3.90 15.1% 3.40

6 1855 4.00 14.4% 3.65

7 1904 3.89 14.4% 3.70

8 2000 3.94 13.9% 4..05

9 2000 4.00 12.3% 4.20

10 2000 4.00 12.3% 4.20

4.2.2. Adjustment and Correlation of Each Parameter

Figures 9(a) and (b) depict the relationship between the continuousization of the discrete points of
the original fitness value using cubic spline interpolation and the subsequent averaging process in three
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 9. (a) Results of cubic spline linear interpolation using f(x) for Scheme 3. (b) Results using
newf(x) for Scheme 3. (c) The influence of εr and p on fitness. (d) The influence of r and p on fitness.
(e) The influence of εr and r on fitness. (f) The influence of each parameter on stopband. (the other
parameters are fixed).

Table 5. Correlation coefficient of each parameter.

εr p r Bw(fitness)

εr 1 −0.345 −0.117 −0.011

p −0.345 1 −0.269 −0.116

r −0.117 −0.269 1 −0.882

Bw(fitness) −0.011 −0.116 −0.882 1

directions based on a new fitness function. The parameter ranges for parameter variations are set as
follows: ∆εr = 100, ∆p = 0.2mm, ∆r = 0.6%.

It can be observed that the local mean calculation results in a smoother outcome compared to the
interpolation results. The final adjusted values are (εr = 2000, p = 4mm, r = 12.9%). Figs. 9(c) to (e)
illustrate the impact patterns between each pair of design parameters on fitness.

Figure 9(f) presents the influence of individual parameters on the stopband range. It can be
observed that the proposed structure achieves a bandwidth of 3.8GHz within the frequency range of
2.1GHz to 5.9GHz, with a noise suppression depth of 80 dB in the stopband. As the parameters
gradually increase from 0.8x0 to 1.2x0, where x0 is the optimal result of each parameter, the bandwidth
narrows down and shifts towards lower frequencies.

To investigate the impact of various parameters on the stopband of the one-dimensional dielectric
bandgap structure and the correlation among constitutive parameters (such as relative permittivity,
εr, period length, p, and filling ratio, r), a parameter scan was conducted around the results obtained
by a multi-stage genetic algorithm (εr = 2000, p = 4mm, r = 12.3%). Multiple sets of parameters
were used to explore the stopband characteristics. The employed database contains optimized design
parameters and corresponding bandwidths of 1D D-EBG that contain the target frequency range. A
four-dimensional visualization plot was generated using MATLAB to illustrate the interplay of these
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Figure 10. Influence of each parameter on fitness and their relevance.

parameters, as depicted in Fig. 10.
The main diagonal subplots (top-left to bottom-right) represent histograms displaying the

distribution of each variable. The off-diagonal subplots are scatter plots illustrating the relationships
between two variables.

Table 5 presents the Pearson correlation coefficients between the various parameters and stopband
bandwidths. These coefficients, ranging from −1 to 1, quantify the degree of correlation. The Pearson
correlation coefficient can be calculated using

R = Cov(X,Y )/(std(X) ∗ std(Y )) (33)

where Cov(X,Y ) represents the covariance between variablesX and Y , and std(X) and std(Y ) represent
the standard deviations of X and Y , respectively. By calculating the covariance and standard deviations
of two variables, we can obtain their correlation coefficient, which allows us to assess the strength of
their relationship.

The correlation coefficient between εr and Bw is −0.011, indicating a nearly negligible linear
relationship between them. When the dielectric constant varies over a large range, it is still possible
to achieve a stopband containing the specified target by adjusting the other two parameters. The
correlation coefficient between p and Bw is −0.116, suggesting a weak negative correlation between
them. From Fig. 10, it can be observed that when the period length is 4mm, the widest stopband
can be achieved by adjusting the remaining two parameters, gradually narrowing the bandwidth as the
period length extends. The correlation coefficient between εr and p is −0.345, which implies a moderate
negative correlation between them. The correlation coefficient between εr and r is −0.117, indicating a
weak negative correlation between them. The correlation coefficient between p and r is −0.269, which
suggests a certain degree of negative correlation between them. As p increases, r tends to decrease.
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4.3. Stimulation of Result

To verify whether the optimized results meet the required isolation performance, a full-wave simulation
software was used to simulate and validate the optimal parameters of the designed scheme 1D D-EBG
model as shown in Figs. 11(a) and (b). The simulation model was established based on a multi-layer
PCB consisting of a pair of power/ground planes, with copper foil covering both the top and bottom
surfaces of the substrate. The substrate was made of Rogers RT/duroid 5880 material (εr2 = 2.2), and 4
high dielectric constant ceramic materials with εr1 = 1565 were periodically embedded in the substrate,
with a width of wc = 0.5mm and an EBG period length of p = 4mm. The total length of the PCB was
l = 20mm, the width w = 5mm, and the thickness h = 0.2mm.

(a)

(b) (c)

Figure 11. Modeling and verify for 1D D-EBG. (a) Front view (with copper clad surface). (b) Top
view (without copper clad surface). (c) Comparison of 1D-FEM calculation and simulation results

As shown in Fig. 11(c), taking Sset = −80 dB and using MS-GA, the optimized bandgap
Bgap = (3.2GHz, 6.2GHz) with a bandwidth of Bw = 3GHz was obtained, which encompasses the
target frequency range fset = (3.4GHz, 3.6GHz) and meets the design requirements. Additionally,
there was significant suppression of out-of-band noise. This scheme utilized 4 periods, and the total
length of the 1D D-EBG structure is 16mm, making it suitable for noise isolation in small-sized devices.

There is a significant difference in noise isolation between the 1D finite element method (FEM) and
3D simulation models within the stopband. The noise isolation of the 1D FEM model is greater than
80 dB in the target frequency band, while the HFSS result is greater than 100 dB, and the obtained
stopband from HFSS is also wider than the 1D FEM. The main reasons for these differences are: Firstly,
the 1D FEM model assumes that excitation fields propagate in a single plane only, while 3D simulation
considers field distribution in multiple dimensions. In the 3D case, the proportion of excitation fields
along the electromagnetic wave transmission direction decreases, thereby greatly reducing the coupled
field strength at the receiving end and exhibiting higher noise isolation. Secondly, after embedding high
dielectric constant materials in the dielectric substrate, the structural capacitance is enhanced. For the
1D model, capacitance only reflects the capacitive characteristics of the structure in a single dimension,
while the 3D model considers the combined capacitive properties in three directions. The increase
of structural capacitance in the 3D model can further reduce cross-coupling in multiple dimensions,
thereby improving noise isolation capability.

In summary, the differences in calculation results are mainly due to multi-directional coupling
effects and structural capacitance, which does not undermine the accuracy of 1D FEM in predicting the
stopband location of the 1D D-EBG structure with limited periods.
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5. CONCLUSION

In this work, we successfully applied a multistage genetic algorithm (MS-GA) optimization method
considering parameter variations to optimize one-dimensional dielectric bandgap (D-EBG) structures
with a few periods in small packaging power distribution networks. One-dimensional finite element
method (1D FEM) was used to find the stopband with specified isolation. In stage 1, a hamming
distance initialization population is used to detect the existence of the bandgap by specifying an
isolation degree to define the bandgap, thereby avoiding infinite periodic dispersion calculations. In
stage 2, sensitivity analysis is applied in each genetic iteration to improve the algorithm’s local search
ability. In stage 3, the optimization results are adjusted using a new fitness function generated by
cubic spline interpolation and integral function based on parameter variations. The resulting outcomes
conform to the optimization criteria within the acceptable range of parameter errors and enhance the
robustness of the designed structure. In addition, the variations of the stopband relative to different
design parameters and assessing their correlations are analyzed, and all three proposed designs have final
dimensions below 20mm. The automated design method presented in this study holds great promise for
optimizing the design parameters of multidimensional EBGs in multilayer small packaging substrates,
enabling wide bandgaps and high noise isolation. Future research directions could explore additional
dimensions and further experimentally validate the proposed methodology.
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