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A Robust Model Predictive Current Control Strategy with Low
Complexity for PMSM
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Abstract—Model predictive current control (MPCC) suffers from high computational effort, and
control performance is affected by parameter mismatch. In this paper, a robust MPCC strategy
with low complexity for permanent magnet synchronous motor (PMSM) is proposed, which reduces
the computational complexity and improves robustness. First, a low-pass filter is used to obtain the
current actual voltage, and the next-cycle voltage vector is obtained by angle compensation. Alternative
voltage vectors (AVVs) are selected according to the location of the next-cycle voltage vector to reduce
the control system computation. This part does not use motor parameters to avoid the influence
of parameter changes. Then, the relationship between the current error and the input voltage and
current sampling value is analysed. A low-complexity current prediction error compensation algorithm
is designed to compensate the error caused by the mismatch of motor inductance and flux linkage, which
enhances the robustness of the system. Finally, the experimental results demonstrate the correctness
and effectiveness of the proposed strategy.

1. INTRODUCTION

Permanent magnet synchronous motor (PMSM) is frequently employed in aerospace [1], electric cars [2],
servo systems [3], and other sectors because of its excellent durability and efficiency. A number of
new control methods have been proposed and used in PMSM control systems, including sliding mode
control [4], robust control [5], model predictive control (MPC) [6], etc., as a result of the increasing
demands for motor control performance in recent years. MPC has drawn a lot of interest because of
its conceptual simplicity, quick dynamic reaction, and aptitude for dealing with diverse and nonlinear
constraints.

The most used MPC strategies are model predictive torque control (MPTC) [7] and model predictive
current control (MPCC) [8]. MPTC works by using a model of the motor to predict the future values
of torque and flux linkage under the action of different voltage vectors, selecting the one that minimizes
the cost function. The cost function of MPTC contains two parameters with different units of torque
and flux linkage, which need to be set with weighting coefficient to ensure the good control performance
of the system. There is no definite general calculation theory for the weight coefficient of flux linkage
and torque, and a large number of experiments and simulations are needed to determine the weighting
coefficient. For MPCC, the cost function includes d-axis and q-axis currents, which have the same units
and thus do not require weighting coefficient.

Normally, MPC has to traverse all voltage vectors, which is computationally costly. Numerous
academics have looked into this in order to lessen the computational burden on control systems. In [9],
a table of active prediction vector options is given to select alternative voltage vectors (AVVs) by the
position of the stator flux and torque offset. [10] summarizes the rules of vector selection for conventional
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MPCC and then takes the vector selected in the previous cycle and its two adjacent active vectors, as
well as the zero-voltage vector as AVVs, reducing the number of AVVs from 7 to 4. In [11], a direct
torque control switching table is used to reduce the number of vectors to be selected, which is simple
and has a fast torque response but produces higher torque and flux linkage fluctuations. In [12], a
two-layer generalized decision algorithm is introduced, which splits the cost function into a two-layer
cascade, where non-optimal branch terms in the first layer are discarded, and optimal branch elements
enter the second layer for further optimization, avoiding exhaustive enumeration of all voltage vectors.
A reference voltage-based model predictive control (RV-MPC) strategy is used in [13, 14]. The reference
voltage vector is obtained according to the deadbeat principle, and the nearest voltage vector is selected
as the optimal vector. In addition, the introduction of duty cycle control achieves the adjustment of
voltage vector amplitude [14]. Based on [14], the phase of the voltage vector is adjusted using a virtual
vector [15]. However, the reference voltage vector obtained in the case of motor parameter mismatch
will deviate from the actual reference voltage vector, so the control performance is affected.

Inaccurate measurements may result in the rated parameters on the motor nameplate not matching
the actual parameters. Alternatively, the motor parameters may change during operation due to
temperature rise, magnetic saturation, and other factors. In [16], the effect of parameter uncertainty
on the FCS-MPCC is analysed. The result shows that the parameter mismatch has a small effect
on the dynamic performance of the motor but a large effect on the steady-state performance of the
motor. To address this problem, many scholars have proposed solutions and improvements. [17]
summarizes the research on FCS-robustness, which is divided into three aspects: disturbance estimation
and compensation, prediction model improvement, and online parameter identification.

In [18], an incremental model is employed for prediction, eliminating the stator flux linkage from
the prediction model and avoiding prediction error due to flux linkage mismatch. A discrete extended
observer is used to obtain corrected inductance information that is compensated into the prediction
model, eliminating the effect of inductance parameter mismatch. In [19], the conventional stator current
prediction model is replaced by an integral sliding mode observer-based hyperlocal model without
motor parameters, and an adaptive Luenberger observer is used to eliminate the effect of resistance
variations in the flux linkage prediction model, which improves the robustness of the predictive control.
An improved model-referenced adaptive system was applied to identify inductance parameters online,
suppressing prediction disturbances caused by inductance mismatch [20]. In [21], the true inductance
and flux linkage of the motor are obtained by a function of switching state, compensating the parametric
errors of the system. [22] combines the high-frequency current injection method to obtain the motor
inductance, flux linkage, and resistance values and uses the parameters obtained by discrimination for
deadbeat control to obtain a parameter-corrected reference voltage vector. The method of obtaining the
real parameters of the motor through parameter identification increases the complexity of the algorithm
and reduces the dynamic response of the system as a result of parameter regulation and convergence. A
model-free predictive control technique is used in [23] and [24] that just uses the inputs and outputs of
the system and does not use any motor parameters, which eliminates the issue of model mismatch and
provides high anti-interference performance and resilience. However, the model-free prediction method
requires more expensive hardware sampling circuits.

Another approach to enhance the robustness of motor control is to analyse the relationship between
the prediction error and the voltage vector, obtain the possible prediction error, and compensate it by
feedforward. In [25], the current prediction error generated by each vector is sampled and stored
respectively, compensated the next time the vector is used, and the error value is updated. If a vector
is not used for a long time, its corresponding error value will no longer be reliable.

In order to solve the above problems, this paper proposes a low-complexity MPCC strategy for
improving the robustness of PMSM control. Firstly, the current voltage vector is obtained through a
low-pass filter; the next-cycle voltage vector is obtained through angle compensation; and the nearby
fundamental voltage vectors are selected as AVVs. Then the relationship between the applied voltage
and prediction error is analysed in the case of the variation of the flux linkage and inductance of the
PMSM, and the prediction errors are calculated and compensated for all AVVs. The method reduces
the number of AVVs and enhances the robustness of the system against parameter mismatches. The
effectiveness of the proposed strategy is verified by experimental results.
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2. MATHEMATICAL MODEL OF PMSM AND TRADITIONAL RV-MPCC
STRATEGY

In this paper, surface-mounted PMSM is used as the object of study, and the magnetic flux linkage,
iron saturation, hysteresis loss, and eddy current are assumed to be negligible.

The stator voltage equation of PMSM in the d-q coordinate system is expressed as:
ud = Rsid + Ls

did
dt

− ωeLsiq

uq = Rsiq + Ls
diq
dt

+ ωe(Lsid + ψf )

(1)

where ud, uq are the stator voltages of the d-q axis, respectively. id, iq are the stator currents of the d-q
axis, respectively. Rs is the stator resistance, Ls the stator inductance, ψf the permanent magnet flux
linkage, and ωe the electrical angular velocity.

Using a first-order antecedent Euler to discretise Equation (1), the current prediction model is
obtained as: 

ipd(k + 1) = id(k) +
Ts
Ls

[ud(k)−Rsid + ωe(k)Lsiq(k)]

ipq(k + 1) = iq(k) +
Ts
Ls

[uq(k)−Rsiq(k)− ωe(k)Lsid(k)− ωe(k)ψf ]

(2)

where k is the current sampling time, k + 1 the next sampling time, and Ts the sampling period. id(k)
and iq(k) are the d-q axis current components at the time, respectively. id(k + 1) and iq(k + 1) are the
d-q axis predicted current components at the next sampling time, respectively.

The control principle block diagram of RV-MPCC is shown in Figure 1. The whole control system

consists of the speed outer loop and current inner loop, and q-axis current reference irefq is obtained by
the proportional-integral (PI) controller processing the speed error of the outer loop. The d-axis current

reference irefd is set to 0. According to the deadbeat principle, let the predicted value of the current at

moment k + 1 be equal to the reference value, i.e., ip(k + 1) = iref , and the reference voltage can be
calculated as: 

urefd = Rsid(k) + Ls
irefd − id(k)

Ts
− ωeLsiq(k)

urefq = Rsiq(k) + Ls
irefq − iq(k)

Ts
+ ωe(Lsid(k) + ψf )

(3)

As shown in Figure 2, the two-level, three-phase inverter can generate six active voltage vectors
(u1 − u6) and two different zero-voltage vectors (u0, u7), which form six sectors in space (I-VI). RV-
MPCC determines the sector where uref is located and selects the two active voltage vectors and one
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Figure 1. The control principle block diagram of RV-MPCC.



164 Xiao et al.

I

II

III

IV

V

VI

u0(000)
u7(111)

u4(011)

u5(001) u6(101)

u1(100)

u2(110)u3(010)

u
ref

Figure 2. The voltage vector diagram.

zero-voltage vector adjacent to that sector as AVVs. The number of AVVs is decreased from 7 to 3,
reducing the number of predictions. The zero-voltage vectors u0, u7 are selected on the basis of the
minimum number of switching operations. The current prediction is calculated by Equation (3). The
optimal voltage is selected by minimizing the cost function and applied to the motor via the inverter.
The cost function g is set to the deviation of the current prediction from the reference value.

g =
(
ipd(k + 1)− irefd

)2
+

(
ipq(k + 1)− irefq

)2
(4)

Take Figure 2 as an example. Assuming that the output voltage of the previous cycle is u1 (100),
the reference voltage vector uref is located in sector I, so that u1, u2, and u0 (000) are selected as AVVs.

A point worth noting is that in the RV-MPCC strategy, neither Equation (3), which calculates
the reference voltage vector, nor Equation (2), which calculates the current prediction, can avoid using
the motor parameters. The method is therefore extremely dependent on the motor parameters. If the
motor parameters are accurate, and the subtle effects of discretization and switching tube dead zones
are ignored, the current at the next sampling moment can be accurately predicted. However, when
the actual parameters of the motor do not match the rated parameters, there will be large deviations
between the predicted and actual currents, which will have an impact on the system control performance.

3. THE PROPOSED MPCC

3.1. AVVs Selection

The steady-state model of the PMSM is obtained according to Equation (1) as:{
ud = Rsid − ωeLsiq

uq = Rsiq + ωe(Lsid + ψf )
(5)

As can be seen from Equation (5), the stator voltage of the motor in steady state is related to
the motor parameters, current and speed. The motor current and speed remain constant during steady
state. The change in motor parameters is an extremely slow process compared to the short control cycle
and can be considered constant. Thus, the actual voltages ud and uq are fixed values. The trajectory
of the actual voltage vector in the α-β axis system is a circle with respect to the motor parameters,
current and speed. Voltage vector trajectory does not change when these parameters do not change.
According to this feature, the basic voltage vectors adjacent to the actual voltage vector can be selected
as AVVs. The basic voltage vectors which are far away from the actual voltage vector are removed, and
the control system calculation is reduced.

A low-pass filter is used to filter out the high frequency switching signals from the historical output
voltage to obtain the actual current voltage of the motor. The low-pass filter Q(s) is designed as:

Q (s) =
1

1 + τs
(6)
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where τ is the time constant and is the reciprocal of the cut-off frequency. Cut-off frequency is set to 3
times of the voltage frequency at rated speed, so

τ =
60

3× 2πpn
(7)

where n is the rated speed of the motor, and p is the pole pair number of the motor.
The actual voltage vector û(k) at moment k can be obtained as:

û(k) = u(k − 1)Q(s) (8)

The motor voltage is rotated at the speed of ωe, and the predicted voltage vector for the next cycle
is obtained by the angle compensation method as:

û(k + 1) = û(k)ejωeTs (9)

After acquiring û(k + 1), the AVVs are selected according to its position, and the principles for
selecting the AVVs are as follows:

(1) If the output voltage vector of the previous cycle is a zero-voltage vector, the AVVs of this cycle
are 6 active voltage vectors and this zero-voltage vector.

(2) If an active vector is selected as the output vector for two consecutive cycles, in the next cycle, it, its
two adjacent active voltage vectors, and a zero-voltage vector are used as AVVs. The zero-voltage
vectors u0, u7 are selected on the basis of the minimum number of switching operations.

(3) In other cases, the two active voltage vectors adjacent to the sector where û(k + 1) is located and
a zero-voltage vector are selected as AVVs.

The introduction of the low-pass filter will result in a delay in the actual voltage vector. The role
of the actual voltage vector is to provide a basis for AVVs selection. When the actual voltage vector
is inside the sector, the selection of AVVs will not be affected by this delay. When the actual voltage
vector is on the edge of a sector, the actual voltage may be located in the previous sector due to the
filter delay. However, AVVs selection principles (1) and (2) will compensate this delay by selecting the
next active voltage vector in the direction of voltage rotation as an AVV. To summarize, the impact of
the delay introduced by the filter on the system performance can be greatly avoided.

3.2. Analysis of AVVs Selection

From the principle of AVVs selection, it is clear that this paper reduces the amount of computation by
reducing the number of AVVs for the next cycle of the active voltage vector, so the percentage of the
active voltage vector being selected determines the efficiency of reducing the amount of computation. In
Equation (5), because the values of the Rid and Riq terms are small compared to the other terms, the
actual voltage amplitude at the steady state of the motor is approximately proportional to the speed.
When the motor is operated at high speed, the required voltage is high, and the zero-voltage vector
is selected less often, so that AVVs are all basic vectors in fewer cases, with a significant reduction in
calculation effort. As the motor speed gradually decreases, the period share of the zero-voltage vector
increases, and therefore the effect of reducing the number of calculations gradually decreases. The
proposed strategy is simulated on the Matlab/Simulink platform, and the average number of AVVs is
collected at 2000 cycles each for different speeds in the steady state case. A graph of the average number
of AVVs at different speeds is shown in Figure 3. As can be seen from the graph, the average number
of AVVs decreases in an approximately linear trend as the speed rises, in line with the analysis.

3.3. Prediction Error Compensation

The variation of motor parameters will result in degraded control performance. Since the influence of
resistance mismatch on the control performance is very small [26], the research object of this paper is
the case of inductance and flux linkage mismatch.
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Figure 3. Average number of AVVs at different speeds.

With varying motor inductance and flux linkage, the true current is shown as:
isd(k + 1) = id(k) +

Ts
Ls +∆L

[ud(k)−Rsid + ωe(k)(Ls +∆L)iq(k)]

isq(k + 1) = iq(k) +
Ts

Ls +∆L
[uq(k)−Rsiq(k)− ωe(k)(Ls +∆L)id(k)− ωe(k)(ψf +∆ψ)]

(10)

where isd(k + 1) and isq(k + 1) are the true currents of the d-q axis at moment k + 1, respectively. ∆L
is the change in the true inductance relative to the rated inductance, and ∆ψ is the change in the true
flux linkage relative to the rated flux linkage.

The current prediction error due to inductance and flux linkage mismatch can be obtained by
subtracting Equation (2) from Equation (10) as:

errid(k + 1) = isd(k + 1)− ipd(k + 1) = A(ud(k)−Rsid(k))

erriq(k + 1) = isq(k + 1)− ipq(k + 1) = A(uq(k)−Rsiq(k)) +B

A = − Ts∆L

L(L+∆L)

B =
ωeTs(L∆ψ − ψf∆L)

L(L+∆L)

(11)

where errid(k + 1), erriq(k + 1) are the current prediction errors at moment k + 1.
Because the control period is very short, ωe, ∆L, and ∆ψ can be considered constant over several

consecutive cycles, so that A and B are constant over several consecutive cycles. From Equation (11),
the current prediction errors are related to the applied voltage as well as the current at the present
moment. A and B can be calculated from the voltage applied during k− 1 cycles and the current error
measured at moment k.

A =
id(k)− ipd(k)

ud(k − 1)−Rsid(k − 1)
(12)

B = iq(k)− ipq(k)−A(uq(k − 1)−Rsiq(k − 1)) (13)

The compensated prediction model is shown as:{
ipxd (k + 1) = ipd(k + 1) +A(ud(k)−Rsid)

ipxq (k + 1) = ipq(k + 1) +A(uq(k)−Rsiq) +B
(14)

where ipxd (k + 1) and ipxq (k + 1) are the predicted currents after compensation.
The cost function is set as:

g′ =
(
irefd − ipxd (k + 1)

)2
+

(
irefq − ipxq (k + 1)

)2
(15)
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It is worth noting that there is a division calculation in Equation (12), so when the denominator
is close to zero, a calculation error occurs, which affects the control performance. In this paper, an
optimization mechanism is adopted to avoid this computational error. A threshold value λ is defined.
When |ud(k − 1)−Rsid(k − 1)| < λ, no update is made to A and B, and the compensation calculation
continues by taking A and B from the previous cycle. When |ud(k − 1) − Rsid(k − 1)| ≥ λ, A and B
are updated by means of Equations (12) and (13), and the corresponding compensation calculation is
performed. The analysis above shows that the values of A and B are essentially constant over several
cycles, so the accuracy of the compensation can be improved.

The control principle block diagram of the proposed RL-MPCC strategy is shown in Figure 4.
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Figure 4. The control principle block diagram of RL-MPCC.

4. EXPERIMENTAL VERIFICATION

Experiments are carried out to verify the correctness and validity of the proposed strategy. The
comparison group is RV-MPCC, the proposed RL-MPCC, and RV-MPCC using the correct parameters
(CP-MPCC). A Simulink simulation model is built, and the model is downloaded to RT-LAB (OP5600)
to realize the hardware in the loop system of PMSM drive system. Figure 5 shows the schematic diagram
of RT-LAB hardware in the loop system. The controller adopts TMS320F2812, and the inverter and
other parts are constructed by RT-LAB. Figure 6 shows the RT-LAB platform. The PMSM parameters
are shown in Table 1. The filter cut-off frequency is set to 1885 rad/s, and the sampling time Ts is
25µs.

Table 1. Main parameters of PMSM.

Parameter Value Unit

Number of Poles 4

Permanent magnet flux linkage 0.24 Wb

Stator inductance 8.5 mH

Stator resistance 0.2 Ω

Rated speed 1500 rpm

Rated load 7.15 N ·m
Rated voltage 350 V

Rated current 4.9 A

Moment of inertia 0.0012 Kg ·m2
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Figure 5. Systemin-the-loop configuration of RT-LAB semi-physical experimental platform.
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Figure 6. RT-LAB semi-physical experimental platform composition.

4.1. Steady-State Robustness Experiments

To verify the robustness of the proposed RL-MPCC algorithm under inductance and flux linkage
parameter mismatch, comparative experiments were conducted with the correct parameters, 50%
inductance reduction, and 50% demagnetization, respectively. Parameter mismatch was set by adjusting
the motor parameters in the RT-LAB semi-physical simulation platform. RV-MPCC and proposed RL-
MPCC use the rated parameters of the motor as prediction parameters. CP-MPCC for the control
group is the ideal case, and the prediction parameters follow the motor parameters.

The experimental results of RV-MPCC, RL-MPCC, and CP-MPCC in steady state at 1000 rpm
with a load of 7.15N ·m and without mismatch of motor parameters are shown in Figures 7 and 8.
Figure 7 shows from top to bottom the q-axis currents, the reference q-axis currents, and the d-axis
currents. Figure 8 shows the A-phase stator current and the Total Harmonic Distortion (THD) of
the A-phase stator current. The THD value is obtained by performing Fast Fourier Transform (FFT)
analysis of the data acquired by the oscilloscope through MATLAB. The experimental data are shown
in Table 2. It can be seen that three strategies have essentially the same performance without parameter

Table 2. Steady-state performance table without parameter mismatch.

Dynamic Response RV-MPCC RL-MPCC CP-MPCC

d axis current fluctuation amplitudes (A) 0.83 0.83 0.83

q axis current fluctuation amplitudes (A) 0.72 0.71 0.71

THD of phase A-phase current 5.05% 5.06% 5.05%
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Table 3. Steady-state performance table with 50% inductance reduction.

Dynamic Response RV-MPCC RL-MPCC CP-MPCC

d axis current fluctuation amplitudes (A) 2.24 1.52 1.51

q axis current fluctuation amplitudes (A) 1.98 1.26 1.26

THD of phase A-phase current 12.45% 9.71% 9.79%
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Figure 7. Experimental results of id, iq, and i
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q without parameter mismatch. (a) RV -MPCC, (b)
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Figure 8. Experimental results of A-phase current and THD without parameter mismatch. (a) RV
-MPCC, (b) RL-MPCC, (c) CP-MPCC.

changes, which shows that RL-MPCC has shown good control performance when the parameters are
not mismatched.

The experimental results of RV-MPCC, RL-MPCC, and CP-MPCC in steady state at 1000 rpm
with a load of 7.15N ·m and 50% inductance reduction are shown in Figures 9 and 10. The experimental
data are shown in Table 3. The current fluctuation amplitudes of the d-q axis of RV-MPCC are 2.24A
and 1.98A, respectively; those of RL-MPCC are 1.52A and 1.26A, respectively; and those of CP-MPCC
are 1.51A and 1.26A, respectively. The THDs of RV-MPCC, RL-MPCC, and CP-MPCC are 12.45%,
9.71%, and 9.79%, respectively. It can be seen that RV-MPCC strategy is very sensitive to inductance
parameter variations, which can cause greater current pulsation and increase the harmonic values,
while the RL-MPCC can achieve similar results to the ideal case and compensate well for the prediction
errors caused by inductance variations. The proposed strategy RL-MPCC has good robustness to stator
inductance parameter deviations.
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The experimental results of RV-MPCC, RL-MPCC, and CP-MPCC in steady state at 1000 rpm with
a load of 7.15N ·m and with 50% demagnetization are shown in Figures 11 and 12. The experimental
data are shown in Table 4. The current fluctuation amplitudes and THDs of the three strategies are
similar, but the q-axis current of the RV-MPCC strategy has a significant deviation compared to the
reference value; the RL-MPCC suppresses this offset well; and the control performance is basically the
same as that of CP-MPCC. It is verified that the MPCC strategy proposed in this paper still has good
immunity to the errors of the permanent flux linkage.

Table 4. Steady-state performance table with 50% demagnetization.

Dynamic Response RV-MPCC RL-MPCC CP-MPCC

d axis current fluctuation amplitudes (A) 0.86 0.86 0.83

q axis current fluctuation amplitudes (A) 0.80 0.83 0.81

THD of phase A-phase current 2.53% 2.54% 2.53%
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Figure 9. Experimental results of id, iq, and i
ref
q with 50% inductance reduction. (a) RV -MPCC, (b)

RL-MPCC, (c) CP-MPCC.
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Figure 10. Experimental results of A-phase current and THD with 50% inductance reduction. (a) RV
-MPCC, (b) RL-MPCC, (c) CP-MPCC.

4.2. Dynamic Response Experiments

In order to verify the dynamic response of the proposed RL-MPCC, comparative experiments are
conducted for the three strategies, including acceleration, deceleration, loading, and unloading. The
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first experiment is performed with correct parameters, and the second one is performed with 50%
reduction of inductance and flux linkage.

Figure 13 shows the experimental results of the dynamic response of the three strategies without
parameter mismatch. After the program is started, the PMSM starts up to the speed of 1000 rpm
without load, adds a sudden load of 0.12N ·m at 40ms, unloads at 80ms, and finally decelerates to
500 rpm at 120ms. The experimental data are shown in Table 5. It can be seen that the three strategies
have essentially the same response time in the absence of parameter mismatch.

Table 5. Dynamic Response without parameter mismatch Time Table.

Dynamic Response RV-MPCC RL-MPCC CP-MPCC

Start-up time (ms) 8.1 8.09 8.1

Load recovery time (ms) 1.75 1.76 1.75

Unload recovery time (ms) 1.95 1.96 1.95

Speed reduction adjustment time (ms) 7.6 7.6 7.6
(Start-up time: the time for the motor to reach a given speed from zero speed.

Load recovery time: Time to steady state after sudden load.
Unloading recovery time: Time to steady state after sudden unload.

Speed reduction adjustment time: the time for the motor to reach a given speed from a higher given speed.)
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Figure 11. Experimental results of id, iq, and irefq with 50% demagnetization. (a) RV -MPCC, (b)
RL-MPCC, (c) CP-MPCC.
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Figure 12. Experimental results of A-phase current and THD with 50% demagnetization. (a) RV
-MPCC, (b) RL-MPCC, (c) CP-MPCC.
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Figure 13. Dynamic response experimental results without parameter mismatch. (a) RV-MPCC, (b)
RL-MPCC, (c) CP-MPCC.
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Figure 14. Dynamic response experimental results with 50% reduction of inductance and flux linkage.
(a) RV-MPCC, (b) RL-MPCC, (c) CP-MPCC.

Figure 14 shows the experimental results of the dynamic response of the three strategies with 50%
reduction of inductance and flux linkage. After the program is started, the PMSM starts up to the
speed of 1000 rpm without load, adds a sudden load of 0.12N ·m at 40ms, unloads at 80ms, and finally
decelerates to 500 rpm at 120ms. The experimental data are shown in Table 6. From the comparison of
Table 5 and Table 6, it can be seen that the inductance and magnetic chain reduction leads to a slower
dynamic response of the motor, and all kinds of response times increase significantly. The response time
of RV-MPCC is slightly increased compared to that of CP-MPCC under the same operating conditions,
which is consistent with the analysis in [14] that parameter mismatch has little effect on the dynamic
response of the motor. The response time of RL-MPCC is similar to that of CP-MPCC, and even
shorter than CP-MPCC in terms of acceleration time and unloading time.

Table 6. Dynamic Response with 50% reduction of inductance and flux linkage.

Dynamic Response RV-MPCC RL-MPCC CP-MPCC

Start-up time (ms) 16.4 16.3 16.4

Load recovery time (ms) 4.5 4.3 4.3

Unload recovery time (ms) 4.6 4.5 4.55

Speed reduction adjustment time (ms) 10.5 10.5 10.4

Overall, it is experimentally demonstrated that the proposed RL-MPCC strategy ensures superior
dynamic response characteristics of the model predictive control while improving the robustness to
inductor and permanent magnet chain mismatch.
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5. CONCLUSION

To solve the problems of excessive computational burden and degradation of prediction performance
due to parameter mismatch, a robust, low-complexity MPCC strategy for PMSM is proposed in this
paper. The following conclusions are drawn through simulation and experimental analysis:

1) A low-pass filter and angle compensation are introduced to obtain the actual voltage. AVVs are
selected according to the location of the actual voltage vector, and the number of AVVs is decreased
so reducing the computational burden. It can be verified by simulation that the proposed strategy can
reduce the number of AVVs at steady state. The average number of AVVs per cycle is only 4.1 when
the motor is operated at 1500 rpm.

2) A prediction error compensation method is designed to compensate the prediction current error
due to inductance and flux linkage variations. The comparison of the three strategies shows that the
proposed strategy has robustness to the mismatch of motor inductance and flux linkage and can obtain
steady state performance similar to that of the ideal case of CP-MPCC. At the same time, the proposed
MPCC strategy also maintains a superior dynamic response.
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