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Abstract—Advancement in radar component technology has led to a reduction in the size, weight, and
power consumption of radar systems. Experimental radar systems can now be integrated onto smaller,
maneuverable platforms, such as small unmanned aerial vehicles (sUAVs). Integration onto rotor-
based sUAVs enables data collection over novel synthetic apertures which can be optimized for different
scenarios. The design, simulation, and experimentation of a light-weight, ultra-wideband synthetic
aperture radar (SAR) is presented here that will be used for the detection of obscured surface targets.
The approach outlined herein uses 3-dimensional (3-D) imagery to vertically resolve clutter from the
target. A vertical-grid aperture is presented which yields vertical resolution. Point spread functions
are derived for both linear and vertical-grid apertures. The analytical expressions are verified using
simulations. Finally, experimental data is used to form 3-D imagery and demonstrate the importance
of vertical resolution in the discrimination between scatterers above the ground, as well as clutter
mitigation.

1. INTRODUCTION

Explosive remnants of war (ERWs) such as landmines, unexploded ordnances, and improvised explosive
devices pose a constant threat in past areas of conflict throughout the world. The initial step in
addressing this problem is to detect a large number of targets in the presence of clutter with high
confidence. This task is further complicated by the variability of ERW emplacements. ERWs can be on
the surface in the open, buried underground, or obscured by bushes and other natural clutter. Each of
these scenarios requires a different approach for effective detection.

Surface targets can be found using side-looking synthetic aperture radar (SAR) in stripmap mode,
in which the radar platform travels in a straight line and is pointing in a fixed direction. This allows
for efficient scanning over a wide area, and is useful for unobscured surface targets which are easier
to detect. However, detection becomes more difficult when targets are buried or obscured. When
targets are buried, responses from the ground surface compete with that of the target. This is further
exacerbated by the fact that the signal must propagate through a lossy medium. For these reasons,
it is best to use a down-looking radar configuration so that a large amount of energy is coupled into
the ground. Detection can be further improved by scanning the radar in a raster pattern to create
3-D imagery [1]. 3-D imaging distributes the clutter over a larger number of resolution cells so that
the average clutter in each cell is reduced. This improves the ratio of the peak target response to the
average clutter response, known as the signal-to-clutter ratio (SCR), and is used as a metric to assess
the probability of detection. Another scenario that can occur includes obscured targets placed on the
ground. Natural objects such as bushes create large clutter responses that can obscure target responses,
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resulting in missed detections. In traditional stripmap SAR systems, which create 2-D images in the
ground plane, both the reflected energy from the target and that of the foliage are projected onto the
ground plane. This mixture of clutter and target energy greatly degrades detection performance. The
solution presented in this paper seeks to follow the approach of down-looking radar systems by creating
3-D imagery to resolve the clutter and target into different resolution cells. Data collected over a vertical
grid aperture enables 3-D imagery, but requires the maneuverability of a rotor-based sUAV.

SAR systems have traditionally been designed for larger platforms such as ground vehicles and
fixed wing aircraft. These platforms could support large size, weight, and power (SWAP) radar systems.
The sensing geometry for radars used for ERW detection can be grouped into three types of systems,
down-looking, side-looking, and forward-looking. Down-looking systems typically consist of bumper
mounted arrays that scan the road directly below the bumper while the ground vehicle cautiously
drives forward [2–6]. This configuration has excellent coupling into the ground, making it suitable for
ground penetrating radar (GPR) applications; however, a major drawback is the lack of standoff to
dangerous targets. Forward-looking systems attempt to improve both the standoff and the scanning
area coverage [7–12]. A large array is typically mounted on top of a ground vehicle and pointed forward.
The real aperture provides resolution in the cross-range direction, while bandwidth provides resolution
in the down-range direction. This configuration suffers from poor coupling of the radar waves into the
ground. Side-looking systems are excellent for scanning wide areas of surface targets or shallow buried
targets, but they also face a limitation in terms of power coupled into the ground [12–18].

Although the newest radio frequency (RF) technology has allowed for a reduction in system SWAP,
a major component of the system, the antenna, is bounded in size by the longest wavelength of operation,
and thus remains one of the largest subsystems. Good penetration of obstacles requires low operating
frequencies (300MHz to 2GHz), which typically involve antennas proportional in size to the largest
wavelength. All three SAR modalities discussed in the previous paragraph can be implemented on a
single sUAV platform, and switching between sensing geometries can be achieved by a simple change
in the antenna orientation. The ability to implement unconventional flight paths, including circular or
2-D raster scans, enable 3-D SAR image formation. For ERW detection, some UAV-mounted imaging
radars documented in the literature are designed to detect buried targets and operate in down-looking
mode [19–21], while other are configured as side-looking systems [22, 23], and are typically limited to
shallow-buried or surface targets. The research presented in this paper seeks to demonstrate that 3-D
radar imaging has the potential to significantly improve the detection of targets obscured by clutter.
To obtain resolution in all three spatial directions, a 2-D synthetic aperture in side-looking mode is
proposed.

This paper is organized as follows. Section 2 describes the imaging process and derives resolution
and unambiguous range for various aperture geometries. A simple linear aperture is compared with
a vertical grid aperture, demonstrating that the vertical grid aperture has resolution in the vertical
dimension. Section 3 compares the derived point spread functions with simulations to validate the
resolution expressions. Section 4 demonstrates the importance of vertical resolution in clutter reduction
using experimental data. Section 5 discusses the results and proposes future work.

2. IMAGING THEORY

The radar system considered in this paper operates in stepped frequency mode. In this approach
sinusoidal signals are transmitted at discrete frequencies fl ranging from fc − B

2 to fc +
B
2 (where B

is the system’s bandwidth and fc is the center frequency), in ∆f increments, and complex samples of
the signal scattered by the scene under interrogation are collected by the receiver at each frequency
step. To obtain a 2-D or 3-D image, the radar transmitter and receiver are moved across a synthetic
aperture and the frequency stepping procedure is repeated for each spatial sample on this aperture. A
monostatic radar system is considered in Sections 2 and 3, with propagation taking place in free-space.
The coordinate system is chosen such that the image is centered about the origin, while the radar is
placed at some range from the origin, as shown in Fig. 1.

The SAR system considered here operates with a fixed aperture length, and all aperture samples
are used in focusing every image pixel/voxel, similar to a SAR system operating in spotlight mode.
This is different from strip-map operation, where only a portion of the synthetic aperture is used in the
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Figure 1. Aperture, image area, and point target, with angles defined to the aperture center.
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Figure 2. Top view of scene showing position vectors referenced to the center of the aperture.

image formation at a given pixel/voxel.
Position vectors are referenced to the center of the aperture, as shown in Fig. 2. A point target at

the cartesian position (xo, yo, zo) is characterized by the position vector r⃗o = [xo − xa yo zo − za]
T
.

Furthermore, the length of r⃗o is denoted by ro = |⃗ro|.
The complex voltage signal received by the radar at aperture sample r⃗m = [0 ym zm − za]

T
and

frequency fl depends on the transmit and receive antenna gains, the target scattering characteristics, and
the radar-target propagation path [24]. Accounting for all these factors requires exact knowledge of each
of these components, and modeling them requires full-wave, computationally intensive electromagnetic
wave solvers. The first goal of this paper is to derive simplified analytic expressions for the point
target response (PTR), and the point spread function (PSF) of the radar system with the purpose of
understanding how the imaging performance is affected by geometric and frequency parameters. To this
end, it is assumed that the antennas have omnidirectional patterns within the SAR system’s integration
angle and frequency-independent gains. It is also assumed that the scattering from the point target is
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frequency- and angle-independent.
These simplifications leave us with the following expression for the PTR:

PTR(⃗ro, r⃗m, fl) =
A

kl |⃗ro − r⃗m|2
exp (−j2kl |⃗ro − r⃗m|) , (1)

where kl = 2πfl
c is the wavenumber characterizing the radar wave propagation, and A is a constant

amplitude factor. Note that this form of the PTR is compatible with the radar equation [24], assuming
that both antenna gains and the target reflectivity are frequency- and angle-independent.

The performance of the imaging system is typically characterized by the PSF, which is the system
response to a point target. To form the radar image, the matched filter method is employed [24]. In
this approach, the radar received signal is correlated with the PTR of a hypothetical point target at

at a pixel/voxel located at r⃗ = [x− xa y z − za]
T
, to estimate the reflectivity at that pixel/voxel.

In practice, only the conjugate of the phase factor in the PTR is used in the matched filter’s transfer
function. The PSF can be expressed as:

PSF(⃗r, r⃗o) =

L
2
−1∑

l=−L
2

M
2
−1∑

m=−M
2

PTR(⃗ro, r⃗m, fl) exp (j arg{PTR∗(⃗r, r⃗m, fl)}) ,

=

L
2
−1∑

l=−L
2

M
2
−1∑

m=−M
2

A

kl |⃗ro − r⃗m|2
exp (−j2kl (|⃗ro − r⃗m| − |⃗r− r⃗m|)) , (2)

where L is the number of frequency steps, M the number of aperture samples, and arg{·} the phase of
the expression between the brackets.

In the most general case, the expression in Eq. (2) cannot be further simplified, so the only way to
rigorously determine the imaging system’s resolution would require numeric simulations. However,
analytic expressions for the resolution can be established if certain simplifying assumptions and
approximations are made. In Section 3, we assess the errors introduced by these approximations by
comparing the PSF obtained via direct implementation of the formula in Eq. (2) with the analytic
expressions obtained in Sections 2.1 and 2.2.

First, the amplitude factor A
kl |⃗ro−⃗rm|2 is dropped from the double sum in Eq. (2). Next, the aperture

vector length, |⃗rm|, is assumed to be much smaller than the pixel and target vector lengths, |⃗r| and
|⃗ro|, respectively, which is equivalent to assuming a narrow aperture. Making use of this assumption,
the range to a pixel from aperture sample m is approximated:

|⃗r− r⃗m| ≈ r − yym + zzm
r

. (3)

A similar approximation can be established for the |⃗ro − r⃗m| range to obtain:

|⃗ro − r⃗m| − |⃗r− r⃗m| ≈ ro − r − yoym + zozm
ro

+
yym + zzm

r
. (4)

Furthermore, the approximation r ≈ ro is applied in the denominators in Eq. (4). This assumption
implies that we are investigating a pixel relatively close to the point target. Finally, it is assumed
that kl ≈ kc in the exponentials concerning y and z. This implies a narrow bandwidth. These
assumptions allow the double sum to be separated. Consequently, the PSF is approximated by the
following expression:

PSF(⃗r, r⃗o) =

L
2
−1∑

l=−L
2

exp (−j2kl (ro − r))

M
2
−1∑

m=−M
2

exp

(
−j2kc

ym(y − yo)

ro

)
exp

(
−j2kc

zm(z − zo)

ro

)
. (5)

In the following two subsections, a linear horizontal aperture and a grid-like 2-D vertical aperture
are considered.
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2.1. Linear Aperture

A linear synthetic aperture oriented along the y-axis is considered first, as shown in Fig. 1. The aperture
is centered at y = 0m and sampled at coordinates ym in ∆y increments, with m = −M

2 , . . . ,
M
2 − 1,

while xa and za are the other two (fixed) aperture sample coordinates. The image is created in the
ground plane (z = 0m) and we consider a target placed in the ground plane as well (zo = 0m).

For that configuration, the resulting PSF is:

PSF(⃗r, r⃗o) =

L
2
−1∑

l=−L
2

exp (−j2kl (ro − r))

M
2
−1∑

m=−M
2

exp

(
−j2kc

ym(y − yo)

ro

)
. (6)

Each of the separate factors can be computed based on the geometrical series sum formula:

P
2
−1∑

p=−P
2

exp (jpu) = exp(jψ)

sin

(
Pu

2

)
sin

(u
2

) , (7)

where ψ is a constant phase that can be neglected in the final expression of the PSF magnitude.
The final result for the PSF is:

PSF(⃗r, r⃗o) ≈
sin

(
2πB

c
(ro − r)

)
sin

(
2π∆f

c
(ro − r)

) ×
sin

(
2πAy

roλc
(y − yo)

)
sin

(
2π∆y

roλc
(y − yo)

) , (8)

where B = L∆f is the system bandwidth, and Ay =M∆y is the aperture length.
The two sine ratios in the previous equation are called aliased sinc functions [24]. To determine the

resolution in each direction, we evaluate the mainlobe width of each digital sinc factor. According to the
Rayleigh Criterion, the system’s resolution is taken as half the mainlobe width in each direction [24].
Note that the first sinc contains radial terms, whereas the second depends on the y coordinates only
(cross-range). The radial terms can be expanded in terms of x, y, and z using the following relations:

r = x cos θ cosϕ+ y cos θ sinϕ+ z sin θ

ro = xo cos θo cosϕo + yo cos θo sinϕo + zo sin θo
(9)

Since z = 0 and zo = 0, those terms are removed. Again, we assume that the pixel is close to the
target, so that θ ≈ θo and ϕ ≈ ϕo. The range vector difference is given by

ro − r ≈ (xo − x) cos θo cosϕo + (yo − y) cos θo sinϕo

=
(xo − x)(xo − xa)

ro
+

(y − yo)yo
ro

. (10)

This shows that the first sinc determines resolution in both the x and y directions. These resolutions
are related to that in r⃗ by

δx = δr
ro

|xo − xa|

δy =
δrro
|yo|

,
(11)

where δr = c
2B and ro =

√
(xo − xa)2 + y2o + (zo − za)2. Since both sinc expressions contain the y

variable, the resolution in this direction is taken as the minimum of the two y-directed expressions. The
final expressions for down-range and cross-range resolutions are, respectively:

δx =
c

2B

ro
|xo − xa|

δy =min

(
λcro
2Ay

,
c

2B

ro
|yo|

) (12)
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These formulas indicate that targets placed further away from the image center in cross-range
(increased y) exhibit degraded resolution in both down-range and cross-range directions. Additionally,
image pixels placed further away from the radar in down-range (increased xa − xo) display worse
resolution in cross-range but improved resolution in down-range.

The nulls of the denominators in Eq. (8) determine the locations of the image grating lobes. It is
of interest to determine the distances from the mainlobe to the first grating lobe in the two directions
(down-range and cross-range), which dictate the unambiguous image size. These are:

Du
x =

c

2∆f

ro
|xo − xa|

Du
y =min

(
λcro
2∆y

,
c

2∆f

ro
|yo|

)
.

(13)

The analysis performed so far indicates the parameters in the system design that can be used
to set the resolution and unambiguous ranges. Thus, for improved down-range resolution (small δx)
a wide frequency bandwidth is necessary, as well as a small slant angle. To improve the cross-range
resolution (decrease δy), a wide aperture, higher frequencies, and a short radar-image range should be
used. The unambiguous ranges can be increased by reducing the sampling step size in frequency and
aperture position, respectively. Cross-range resolution is dependent on squint angle, which is defined as
the angle between antenna boresight and a vector perpendicular to the direction-of-travel. To improve
resolution (decrease δy) under this condition, a wide aperture, higher frequencies, and a short radar-
image range should be used. At large squint angles, cross-range resolution is improved by increasing
signal bandwidth. This paper is interested in geometries with a small squint angle. Unambiguous range
in down-range and cross-range is increased by reducing the sampling step size in frequency and aperture
position, respectively.

It should be noted that the radar sensing configurations characteristic to ERW detection
applications typically do not satisfy the narrow bandwidth and narrow aperture assumptions made
in this section. Particularly, the experimental setup described in Section 4 of this paper involves
a wide frequency band and a wide angle aperture. Nevertheless, the formulas established in this
section to estimate the resolutions and unambiguous ranges are still useful in characterizing the imaging
system performance. The validity of these formulas is checked against rigorous numerical simulations
in Section 3.

When the target is not located in the ground plane (as assumed in the derivations in this subsection),
its ground plane image becomes defocused, and the resolution typically degrades. This is particularly
true in SAR systems operating at near ranges, such that the height of scatterers in the scene is on the
order of the target range. Additionally, the target may not appear at the correct x and y coordinates in
the ground plane image. To alleviate these problems, a 3-D imaging system is proposed, as described
in Subsection 2.2.

2.2. Vertical Grid Aperture

Next, the grid-like vertical aperture, shown in Fig. 3, is considered. The grid is centered at (xa, 0, za)
and treated as a set of N horizontal apertures, each containing M samples. Samples are uniformly
spaced in y and z directions, with a spacing of ∆y and ∆z, respectively. The image is now created in
a 3-D cube, and the target is placed at an arbitrary position within the cube.

The analysis begins with Eq. (6); however, there are now N linear apertures, so a summation is
added over n ∈

{
−N

2 , . . . ,
N
2 − 1

}
. Aperture sample height is now a function of zn and the resulting

PSF contains three separable summations:

PSF(⃗r, r⃗o) =

L
2
−1∑

l=−L
2

exp (−j2kl (ro − r))

M
2
−1∑

m=−M
2

exp

(
−j2kc

ym(y − yo)

ro

)
N
2
−1∑

n=−N
2

exp

(
−j2kc

zn(z − zo)

ro

)
. (14)
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The resulting approximate PSF is:

PSF(⃗r, r⃗o) ≈
sin

(
2πB

c
(ro − r)

)
sin

(
2π∆f

c
(ro − r)

) ×
sin

(
2πAy

roλc
(y − yo)

)
sin

(
2π∆y

roλc
(y − yo)

) ×
sin

(
2πAz

roλc
(z − zo)

)
sin

(
2π∆z

roλc
(z − zo)

) (15)

The first sinc factor is a radial expression that contributes to resolution in each dimension, while
the second and third factors contribute to resolution in y and z directions only, respectively. Resolution
in each direction is determined by the minimum between the the contributing expressions.

δx =
c

2B

ro
|xo − xa|

δy =min

(
λcro
2Ay

,
c

2B

ro
|yo|

)
δz =min

(
λcro
2Az

,
c

2B

ro
|zo − za|

) (16)

Again, it is assumed that the squint angle, ϕs, is small. Typically, the radial component of
the resolution, relating to the bandwidth, determines the down-range resolution, δx. In the y and
z dimensions, the size of the aperture in that dimension determines resolution. These expressions
demonstrate the dependence that resolution has on target position. The resolution in the down-range
dimension is degraded as |yo| increases but is improved as the height of the target approaches za. The
cross-range resolution of the target improves as the down-range position of the target approaches xa
and as the height of the target approaches za. Vertical resolution improves as the down-range position
of the target approaches xa and degrades as |yo| increases.

The grating lobe separation in each dimension is

Du
x =

c

2∆f

ro
|xo − xa|

Du
y =min

(
λcro
2∆y

,
c

2B

ro
|yo|

)
Du

z =min

(
λcro
2∆z

,
c

2B

ro
|zo − za|

) (17)

The resolution terms in the x and y directions match those of Section 2.1 exactly. Resolution in the
vertical dimension is improved using a large vertical aperture, Az. With this added capability, targets
can be accurately located within a 3-D image. Additionally, this allows the spreading of the clutter
energy across a larger number of voxels, lowering the average amount of clutter in each pixel/voxel and
improving target detectability.
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3. SIMULATIONS

The expressions derived in Section 2 are verified herein using simulated PSFs. Validating the resolution
formulas established in Section 2 is the primary interest, so any amplitude factors are ignored, such
that all PSFs are normalized to their peak magnitudes. The matched filter method is used to form the
imagery. The matched filter method from Eq. (2). is used to form simulated PSFs. The analytical
PSFs derived in Section 2 are compared with the simulated PSFs to determine their validity. A target
is simulated at (xo, yo, zo) = (−1, 0.5, 1.5)m using the two types of apertures discussed in Section 2.
This position is used to demonstrate that the expressions derived in Section 2 are valid at any arbitrary
target position. As in the previous derivations, the aperture is set at a fixed across-track position. In
this simulation, the across-track position is xa = 4m. The along-track dimension is y and the vertical
dimension is z. In both simulations, the aperture has a horizontal extent of Dy = 5m. The spacing
between samples is ∆y = 0.006m. For the grid aperture, the vertical extent is Dz = 1.4m, and the
vertical spacing between samples is ∆z = 0.05m. The frequency band of the simulation spans from
2.2GHz to 3.7GHz, with a 1.5MHz sampling step size.

The simulated apertures and point target are shown in Fig. 4. First, the linear aperture is
considered.

Figure 4. Linear aperture and the target.

Typically, images formed using a linear aperture are created in the ground plane. The images in
Fig. 5 are formed in two horizontal planes. A hanning window was applied in both range and aperture
dimensions of these images for sidelobe control. The first image is formed at the height of the target
(1.5m), and the second image is formed in the ground plane. Since there is no vertical resolution, the
target response strength is the same at both heights. The image created at the target height shows the
target at the correct (x, y) position and maintains the resolution dictated by the frequency band and
aperture length. The target response in the ground plane is shifted in across-track position.

The shift in across-track position is due to the nature of the vertical ambiguity of the radar image.
Resolution is achieved on a sphere whose radius is the range from the center of the aperture to the target.
Due to the lack of vertical resolution, a circle of ambiguity appears in the vertical plane perpendicular
to the antenna’s direction of travel. This circle occurs at the cross-range position of the target. Vertical
resolution resolves the ambiguity along this circle. The implication of a lack of vertical resolution is
that out-of-plane scatterers and clutter will project onto the image plane, degrading the target detection
performance [25].

The expected resolution in each dimension at the height of the target is δx = 0.101m and
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(a) (b)

Figure 5. Image of point target at (xo, yo, zo) = (−1, 0.5, 1.5)m created using a linear aperture with
the image formation plane set to (a) z = 1.5m and (b) z = 0m.
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Figure 6. Comparison plots of the simulated and analytic PSFs for the linear aperture in the (a) x
and (b) y directions over the target peak.

δy = 0.051m. 1-D slices of the image created at z = 1.5m are shown in the x and y dimensions
below. These slices are compared with the formulas in Eq. (8). From Fig. 6 it is clear that the analytic
PSF follows the simulation closely. The simulated resolution in the x-direction was 0.104m, which is
a slight deviation from the derived resolution. In the y-direction, the simulated resolution is 0.06m,
which is 4mm larger than the analytical resolution. The main difference between the simulated and
analytical PSFs is the side-lobe structure further away from the peak. This is most likely due to the
fact that the assumptions used in the derivation break down as angles are increased. However, these
differences in side-lobe magnitude do not detract from the quality of the PSF analysis. The resolution
formulas derived for an image formed in the xy-plane using a linear aperture are adequately accurate
for the purpose of determining the properties of an image given a set of radar parameters.

The derived PSF for a vertical grid is compared with simulated data. Fig. 7 shows images formed
in horizontal planes placed at z = 1.5m and z = 0m for the vertical grid aperture and target shown in
Fig. 4. These images were formed using a hanning window in both the range and aperture dimensions.
The dynamic range is increased from 40 dB to 50 dB so that the artifacts in the ground plane image
are visible. The target is only present in the image formed at 1.5m, which is the height of the target.
Vertical resolution has removed the ambiguity between those two images. The image formed at the
ground plane shows sidelobes from the target PSF. The strongest response of these sidelobes is about
35 dB weaker than the peak of the target response.

Next, the resolution of the analytic PSF is compared with that of the simulated PSF. According to
Eq. (17), the resolution in the x, y, and z directions are respectively given as δx = 0.101m, δy = 0.051m,
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and δz = 0.185m. Amplitude values through the center of the target are shown in the x, y, and z
directions for both the analytical and simulated PSF in Fig. 8. In both the x and y-directions, the
simulated PSFs showed the same results as in the case of the linear aperture. In the z-direction, the
simulated PSF had a resolution of 0.198m, which is 7mm coarser than that of the analytical PSF. Thus,
in the vertical dimension, the analytical expression is also valid.

These PSF simulations agree well with the derived analytical expressions derived in Section 2
despite the approximations applied in those derivations. This is particularly true with regard to the
PSF’s mainlobe, which determines the imaging system’s resolution. The resolution is the most important
performance metric of the imaging system, indicating the system’s ability to accurately represent the
scene under interrogation.

(a) (b)

Figure 7. Image of point target at (xo, yo, zo) = (−1, 0.5, 1.5)m created using a vertical grid aperture
with the image formation plane set to (a) z = 1.5m and (b) z = 0m.
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Figure 8. Comparison plots of the simulated and analytic PSFs for the linear aperture in the (a) x
and (b) y directions over the target peak.
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4. EXPERIMENTAL RESULTS

In this section, the concept of vertical resolution is investigated further using measured radar data. A
radar was placed on a linear scanning system, shown in Fig. 9(b). This consists of both a horizontal
and vertical linear scanner, which is able to step through positions to generate a desired aperture.

The observed test scene is shown in Fig. 9(a). Two surrogate metal landmines, with a diameter of
13.16 in. and a height of 3.54 in., are used. The landmines are placed 4m in ground range from the
scanner axis. They are labeled Target 1 and Target 2, with Target 1 placed at a height of 1.4m and
Target 2 at a height of 0.7m. This experiment is designed to demonstrate the resolution afforded by
the vertical grid aperture. Furthermore, it is used to demonstrate the importance of vertical resolution
in imaging objects above the ground.

(a) (b)

Figure 9. (a) Two landmines stacked vertically using styrofoam blocks. (b) Scanner on ARL facility
capable of both vertical and horizontal scanning.

The radar used to collect the data is a Xilinx RF system-on-a-chip paired with a custom RF front
end. The operating band of this system is 2.2GHz to 3.7GHz. A stepped-frequency waveform with
a 1.5-MHz frequency step size is used. The grid aperture was sampled with an along track spacing of
0.006m and a vertical spacing of 0.05m. The across-track position of the scanner remains at 0m.

The two apertures are shown in Fig. 10. In the first experiment data was collected with a linear
aperture at a height of 2m. Since the linear aperture does not achieve vertical resolution, the imagery is
formed in the ground plane. Data collected with a vertical grid aperture has vertical resolution. Thus,
a 3-D image can be created. Imagery is shown as slices through the 3-D volume.

The ground plane image created using the linear aperture is shown in Fig. 11. Energy from objects
at all heights are projected onto the ground plane. Thus, even though these two targets are at different
heights, it is difficult to distinguish them from one another in the ground plane image. Furthermore,
all clutter in the surrounding environment that may be at different heights is projected into this area.

The images of the targets obtained with the 3-D imaging system, in horizontal planes at at z = 0.7m
and z = 1.4m, are shown in Fig. 12.

The ability to detect targets in these images can be determined using SCR. This ratio is defined
as the ratio of the peak of the target to the mean of the pixel/voxel power. Table 1 shows a list of
SCR values for both of the landmine targets from the images created using the linear aperture and
vertical grid aperture. A circle of radius 0.3m is used to remove the landmine from the calculation of
the mean clutter power. For the linear aperture, the image was created in the ground plane, so the
target and clutter values were taken from the same image for both Target 1 and Target 2. In general,
the images generated using the vertical grid apertures had much better SCRs, resulting from to the
spatial separation of the clutter. The SCR improvement using a grid aperture was 10.79 dB for target 1
and 11.87 dB for target 2. Part of why the SCR was smaller when using a linear aperture was because
Target 1 was included in the clutter mean for the SCR calculation for Target 2, and vice-versa. Spatially
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Figure 10. Linear aperture, two landmines, and the image area.

Figure 11. Ground plane image of the test scene using data collected with a linear aperture.

Table 1. SCR in imagery created using grid aperture and linear aperture.

Target Aperture Peak (dB) Mean (dB) SCR (dB)

Target 1 Linear 59.27 34.29 24.98

Target 2 Linear 55.93 34.25 24.68

Target 1 Grid 59.84 24.07 35.77

Target 2 Grid 55.71 22.15 33.55

separating these targets would greatly improve the SCR.
Figure 13 shows a comparison between experimental and modeling data for a yz-slice of the image

created using a vertical grid at the cross-range position containing the targets. A model was created
using the same geometry and set of frequencies using the ARL finite-difference time-domain (AFDTD)
electromagnetic modeling software [26]. A simplified landmine model was used to represent the target
scene. There is excellent agreement between the images created by the measured data and the modeled
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(a) (b)

Figure 12. Horizontal slices of 3-D image containing vertically displaced landmines at (a) z = 0.7m
and (b) z = 1.4m.

(a) (b)

Figure 13. Comparison of imagery in an across-track-vertical slice of the 3-D image at the along track
position of the landmine targets between (a) experimental data and (b) modeling data.

Figure 14. 3-D image of landmines.
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data. This shows that most of the artifacts present in the experimental image are signals and sidelobes
created by the targets themselves, rather than artifacts from clutter or the imaging procedure.

Finally, a 3-D image, shown in Fig. 14, is created using the 3-D data volume from the grid
aperture data. The data is rendered by varying the opacity of the image proportionally with the
voxel strength. The strongest voxels are the most opaque, and the weakest voxels are transparent. A
20 dB dynamic range is used for this representation so that the targets are displayed clearly; however,
with this representation the two targets are easily identified and localized in 3-D space.

5. CONCLUSION

In this paper, we presented a possible approach for achieving 3-D resolution in radar images, with the
goal of improving the detectability of obscured targets by reducing the amount of clutter in the target
image plane. The underlying principle relies on spreading the clutter energy over a large 3-D volume
of space, as compared to concentrating it over a single plane, as in traditional 2-D SAR imaging. Since
the target is correctly focused in a small number of resolution cells in the 3-D space, the SCR metric is
improved.

The SAR system considered in this investigation operates in the near field over a wide frequency
band and a wide integration angle. In Section 2, we made some simplifying assumptions in order
to derive analytic expressions for the PSF and the systems resolution in the three directions. These
approximations were validated in Section 3 by direct computer simulations using a point target, as far
as the PSF mainlobe is concerned. In Section 4, experimental data using a radar scanner demonstrated
the ability to generate 3-D imagery with adequate vertical resolution. A comparison between the
images generated by employing a linear aperture and a 2-D vertical-grid aperture showed a clear SCR
improvement in the latter configuration. Furthermore, correct target localization was achieved in the
3-D images.

The experimental setup included two large scattering objects placed in a laboratory environment.
However, this concept can be applied to any discrete or distributed clutter objects located in the target
vicinity. By resolving the energy from these clutter objects in the 3-D space, the peak and mean clutter
powers are reduced throughout the image, with beneficial effects on target detectability.

Future work will seek to apply this concept to obscured targets in more practical sensing scenarios.
The follow-on experiments will be conducted from a flying UAV platform carrying the radar system,
in a realistic environment. For such implementation, a major issue with the 2-D vertical aperture
obtained via raster scan is the very large number of spatial samples needed to satisfy the usual sampling
requirements. Additionally, a back-and-forth flight path for the platform is undesirable due to the slow
coverage rate. Therefore, a significant part of the future study will be dedicated to optimizing the flight
path and sampling scheme without reducing the grating lobe separation in the image. An alternate
approach would involve applying multiple-input-multiple-output concepts to create an effective aperture
using multiple platforms that satisfies both resolution and sampling requirements. Finally, limitations
such as flight time and SWAP will be tested in real environments to determine the viability of these
concepts.
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