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A Novel Synthesis Method of a Sparse Rectangular Planar Receiving
Array for Microwave Power Transmission

Jianxiong Li1, 2, * and Shuo Liu1, 2

Abstract—A novel synthesis method of a sparse rectangular planar receiving array (SRPRA) to
maximize the power transmission efficiency (PTE ) for microwave power transmission (MPT) is proposed
in this paper. The array element positions of the SRPRA are symmetrically distributed among different
quadrants such that the array elements at symmetrical positions receive the same power, and the SRPRA
adopts a sparse layout. This reduces the number of array elements and simplifies the complexity of
the feeding network. An improved adaptive chaotic particle swarm optimization (IACPSO) algorithm
is proposed for the optimization synthesis problem of the SRPRA. Through the optimization of the
proposed IACPSO algorithm, the optimal element layout of the SRPRA can be obtained efficiently
to get the maximum PTE. In addition, we conduct a series of simulation experiments to verify the
advantages of the proposed SRPRA model and the effectiveness of the IACPSO algorithm. Firstly, we
analyze the effects of different parameters on the synthesis results of the SRPRA. Secondly, comparing
the results with those of the sparse random circular aperture array (SRCAA), it is demonstrated that the
SRPRA synthesized with the IACPSO algorithm can obtain higher PTE with fewer elements and has
a relatively simple feeding network. Finally, compared with the standard particle swarm optimization
(SPSO) algorithm, the proposed IACPSO algorithm can effectively and stably obtain the synthesis
results of the SRPRA under different parameters. Therefore, the SRPRA is suitable for creating an
efficient MPT system.

1. INTRODUCTION

Microwave power transmission (MPT) is a long-distance energy transmission technology that transmits
energy in the form of electromagnetic waves from the transmitting end to the receiving end without using
wires, cables, and other physical carriers [1–3]. This energy transmission mode gets rid of the constraints
of the traditional energy transmission mode that is vulnerable to terrain and other environmental
factors, so it is also more widely used. In addition to being used in the High-Altitude Air (HAA) ship
and Space Solar Power Satellite (SSPS) programs, it can also be used for microwave-driven wearable
devices, implantable medical devices, electric vehicles, and wireless transmission in remote mountainous
areas [4–7].

The MPT system consists of three main components: microwave power generator, microwave
transmitting antenna, microwave receiving and rectifying antenna [8]. The efficiency of the system
depends on the product of microwave conversion efficiency in the transmitting antenna subsystem,
energy transmission efficiency in the free transmission space, and microwave rectification efficiency in
the receiving antenna subsystem [9, 10]. The main research of this paper is the layout of the array
element positions in the receiving antenna subsystem. The power transmission efficiency (PTE ) is an
important performance index to measure the antenna receiving efficiency [11], which is defined as the
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ratio of the power received by the receiving array to the power transmitted by the transmitting array
[12]. Currently, many studies have focused on the aperture illumination distribution of the transmitting
and receiving antennas [13–15]. However, there are few studies on the use of receiving antenna array
elements to calculate the received power. Therefore, based on the study on the location layout of the
receiving array elements, we propose a sparse rectangular planar receiving array (SRPRA) model in this
paper. To accurately calculate the received power, the model uses the method that is derived based on
the superposition of the electric fields radiated from individual transmitter (Tx) elements and captured
by each receiver (Rx) element [16].

In [17], a sparse random circular aperture array (SRCAA) is proposed, in which elements satisfying
the minimum array element spacing are randomly distributed under a circular aperture, and then the
positions of the array elements are optimized by the standard particle swarm optimization (SPSO)
algorithm to improve the PTE. Due to the random distribution of each array element in the SRCAA,
the received power of the array element is different. Therefore, the array needs to be equipped with
amplifiers and phase shifters for each array element, which increases the complexity of the feeding
network in the receiving array [18, 19]. To simplify the array feeding network and reduce the system cost,
the SRPRA is proposed in this paper, whose array elements are sparse and symmetrically distributed
in each quadrant, so that the received power of the array elements at symmetric positions is the same.
As a result, the number of array elements is reduced, while the complexity of the feeding circuit is
also reduced. In addition, to optimize the layout of the SRPRA, an improved adaptive chaotic particle
swarm optimization (IACPSO) algorithm is proposed in this paper [20–24]. To address the shortcoming
that the SPSO algorithm may be trapped in a local optimal solution, we propose a new strategy of
adaptive inertia weights and learning factors to improve the global traversal and global search. Then,
based on the proposed IACPSO algorithm, we conduct a large number of simulation experiments to
verify the advantages of the SRPRA model. Compared with the SRCAA, the SRPRA optimized by
the IACPSO algorithm can obtain higher PTE with fewer array elements for the same aperture size,
so that the feeding network is relatively simple, which can reduce the system cost. In summary, this
verifies the validity of the model and synthesis method proposed in this study.

2. MATHEMATICAL DERIVATION OF THE MAXIMUM PTE OF THE SRPRA

The system model of the MPT is shown in Fig. 1. It is divided into a Tx array located in the XOY plane
and an Rx array located in the X ′O′Y ′ plane. Here, it is assumed that there is no obstacle between the
Tx array and Rx array. The numbers of array elements in Tx and Rx are Nt and Nr, respectively. The
coordinate of the m-th Tx element is (xt,m, yt,m, zt,m), and zt,m = 0. The aperture size of the receiving
array is Lx × Ly, and the minimum array element spacing is defined as dmin. The coordinate position
of the n-th Rx element can be set as (xr,n, yr,n, zr,n), zr,n = L, and L is the distance between the Tx
array and Rx array.

According to [16], the received power (Prn) of the n-th Rx element can be expressed as

Prn =

(
λ

4π

)2
∣∣∣∣∣
Nt∑
m=1

√
PtmGtm(θn,m, ϕn,m)Grn(θn,m,−ϕn,m)

e−j(kRn,m−βm)

Rn,m

∣∣∣∣∣
2

(1)

where λ represents the wavelength in free space, k the wave-number, Ptm the excitation power of the
m-th Tx element, Gtm(θn,m, ϕn,m) the realized gain of the co-polarization of the m-th Tx element in the
direction of the n-th Rx element, Grn(θn,m,−ϕn,m) the realized gain of the co-polarization of the n-th
Rx element in the direction of the m-th Tx element, βm the excited phase of the m-th Tx element, and
Rn,m the relative distance between the n-th Rx element and the m-th Tx element, which is written as

Rn,m =
√

(xr,n − xt,m)2 + (yr,n − yt,m)2 + (zr,n − zt,m)2 =
√

(xr,n − xt,m)2 + (yr,n − yt,m)2 + L2 (2)

Assuming that this principle applies equally to all Nr elements in the Rx array, the received individual
power is synthesized without loss. Then the total received power (PR) can be expressed as

PR =

Nr∑
n=1

Prn =

(
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)2 Nr∑
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(3)
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The total transmitted power (PT ) radiated by the transmitting array can be expressed as
Nt∑
m=1

Ptm .

Finally, the PTE of the Rx array can be expressed by

PTE =
PR

PT
=

(
λ

4π

)2 Nr∑
n=1
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Nt∑
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√
PtmGtm(θn,m, ϕn,m)Grn(θn,m,−ϕn,m)

e−j(kRn,m−βm)

Rn,m
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2

Nt∑
m=1

Ptm

(4)

It is known that Gtm(θn,m, ϕn,m), Grn(θn,m,−ϕn,m), and Rn,m are related to the layout of the receiving
antenna array elements. From Eq. (4), it can be seen that under the condition that the transmitting
array is unchanged, the PTE can be improved by reasonably adjusting the number of receiving array
elements and optimizing the layout of receiving array elements.

Figure 1. Geometry of the MPT system.

3. SYNTHESIS METHOD OF THE SRPRA

As described in Section 2, designing an optimal SRPRA can be reduced to a multi-constrained
optimization problem, i.e., finding the optimal received power by optimizing the locations of the receiving
array elements to maximize the PTE while satisfying the minimum array element spacing and keeping
the array aperture size constant. In this paper, we solve the optimal synthesis of the SRPRA for
maximizing the PTE by the following two subsections.

3.1. Establishment of the SRPRA Model

In the first subsection, since the array elements at symmetrical locations receive the same power, it is
possible to share a feeding network to reduce system cost and simplify the design process. Therefore, we
distribute the positions of the receiving array elements symmetrically around the center, that is, only
the coordinates of the array elements in the first quadrant need to be determined, then the coordinates
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of the other three quadrants can be obtained. We set the number of receiving array elements Nr as a
multiple of 4, and there are Nr/4 elements in each quadrant. Therefore, based on the analysis of the
above constraints, the corresponding optimization model can be developed as

find [X,Y,Z] = [xr,1, xr,2, . . . , xr,Nr, yr,1, yr,2, . . . , yr,Nr, zr,1, zr,2, . . . , zr,Nr]

maximize PTE([X,Y,Z])

subject to (a) zr,i = L, i = {1, 2, . . . , Nr};
(b) (xr,n, yr,n) = (−xr,n−Nr/4, yr,n−Nr/4), n = {(Nr/4) + 1, . . . , Nr/2} ;
(c) (xr,n, yr,n) = (−xr,n−Nr/2,−yr,n−Nr/2), n = {(Nr/2) + 1, . . . , 3Nr/4} ;
(d) (xr,n, yr,n) = (xr,n−3Nr/4,−yr,n−3Nr/4), n = {(3Nr/4) + 1, . . . , Nr} ;
(e) dmin/2 ≤ xr,n ≤ Lx/2, n = {1, 2, . . . , Nr/4} ;
(f) dmin/2 ≤ yr,n ≤ Ly/2, n = {1, 2, . . . , Nr/4} ;

(g)
√
(xr,i − xr,j)2 + (yr,i − yr,j)2 ≥ dmin i, j = {1, 2, . . . , Nr/4} , i ̸= j;

(h) (xr,Nr/4, yr,Nr/4) = (Lx/2, Ly/2)

(5)

where [X,Y,Z] is the coordinate vector of the receiving array elements and the optimization variable of
the SRPRA model. The optimization objective is to maximize the PTE. In this model, since the distance
L between two arrays is fixed, the Z -coordinates of the receiving array elements can be expressed by the
constraint (a) in Eq. (5). In this case, only the two-dimensional vector [X′,Y′] needs to be optimized,
reducing the complexity of optimization. In addition, to ensure that the aperture size is Lx × Ly, the
condition (h) must be satisfied, which in turn requires that we know the coordinates of the four corner
points. Therefore, the above model can be simplified as

find [X′,Y′] =
[
xr,1, xr,2, . . . , xr,(Nr/4)−1, yr,1, yr,2, . . . , yr,(Nr/4)−1

]
maximize PTE([X′,Y′])

subject to (a) (xr,n, yr,n) = (−xr,n−Nr/4, yr,n−Nr/4), n = {(Nr/4) + 1, . . . , (Nr/2)− 1} ;
(b) (xr,n, yr,n) = (−xr,n−Nr/2,−yr,n−Nr/2), n = {(Nr/2) + 1, . . . , (3Nr/4)− 1} ;
(c) (xr,n, yr,n) = (xr,n−3Nr/4,−yr,n−3Nr/4), n = {(3Nr/4) + 1, . . . , Nr − 1} ;
(d) dmin/2 ≤ xr,n < Lx/2, n = {1, 2, . . . , (Nr/4)− 1} ;
(e) dmin/2 ≤ yr,n < Ly/2, n = {1, 2, . . . , (Nr/4)− 1} ;

(f)
√

(xr,i − xr,j)2 + (yr,i − yr,j)2 ≥ dmin i, j = {1, 2, . . . , (Nr/4)− 1} , i ̸= j;

(6)

The optimization process of this model can be roughly described as follows: firstly, the location
coordinates of the initial receiving array elements are randomly distributed in the first quadrant under
the constraints (d), (e), and (f) in Eq. (6). Secondly, the coordinates of the remaining three quadrants
can be obtained according to the symmetry relationships of the array elements in the four quadrants
described by (a), (b), and (c) in Eq. (6). Finally, according to Eq. (4), the PTE can be calculated,
and then by continuously optimizing the positions of the array elements, the maximum PTE and the
optimal array element layout of the SRPRA can be obtained.

3.2. Proposal of the IACPSO Algorithm

In the second subsection, the IACPSO algorithm is proposed in view of the fact that the population
diversity of the SPSO algorithm decreases in the late iterations, and the SPSO algorithm is prone to fall
into local optimization and premature convergence [20–23]. The innovation of the IACPSO algorithm is
to propose a novel strategy for adaptively adjusting the inertia weights and learning factors according
to the degree of population prematureness and the fitness values of the particles [24]. Different adaptive
operations are applied to different particles, so that the population always maintains the diversity of
inertia weights, and the learning factors also change dynamically with the increase of iterations. As
a result, the IACPSO algorithm not only has a fast convergence speed and good stability, but also
improves the search efficiency and makes it easier to obtain the optimal solution.
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According to [25], the logistic mapping mathematical expression in this algorithm is defined as

zk+1 = µzk(1− zk) zk ∈ [0, 1] (7)

where µ ∈ [0, 4] is called the control variable. In the proposed IACPSO algorithm, let µ = 4 and
Eq. (7) is in a fully chaotic state. Then, the velocity and position of particles are initialized by the
logistic mapping based on randomness and ergodicity. As a result, the quality of the initial solution is
improved, and the global search capability of this algorithm is enhanced.

The index in [26] is cited to measure the degree of premature convergence of the particle swarm,
which can be expressed as

∆(t) = |fg(t)− fap(t)| (8)

where fg(t) is the fitness value of the global optimal particle, and fap(t) is the average fitness value of
particles whose fi(t) > fav(t), where fi(t) is the fitness value of the i-th particle in the t-th iteration,
and fav(t) is the average fitness value of all particles. ∆(t) can be used to measure the degree of early
convergence of the particle swarm; the smaller the ∆(t) is, the more the swarm tends to converge early.

The adaptive inertia weight adjustment strategy for the particles with the fitness value fi(t) is as
follows.

Step 1: For the particles whose fi(t) ≥ fap(t), their inertia weights (wi(t)) need to be taken as small
values to enhance the ability to find the optimal solution locally, which can be adaptively adjusted
as

wi(t) = ws − (ws − wmin)

∣∣∣∣fi(t)− fap(t)

∆(t)

∣∣∣∣ (9)

where ws = (wmin + wmax)/2 is the middle value of the range of wi(t), and wmin and wmax are the
minimum value and maximum value of wi(t), respectively.

Step 2: For the particles whose faw(t) ≤ fi(t) < fap(t), where faw(t) is the average fitness value of
particles whose fi(t) < fav(t), their inertia weights can be adaptively adjusted according to a
nonlinear decreasing strategy, which can be expressed as [24]

wi(t) = (wmax + wmin)/2 + tanh(−4 + 8× (T − t)/T )× (wmax − wmin)/2 (10)

where tanh(·) is the hyperbolic tangent function, and T is the maximum number of iterations.

Step 3: For the particles whose fi(t) < faw(t), their inertia weights (wi(t)) need to be taken as large
values to enhance the ability to find the optimal solution globally, which can be adaptively adjusted
as

wi(t) = 1.5− 1

1 + k1 exp

[(
−10k2

(
∆(t) · 2t

T
− 1

))] (11)

The parameter k1 is used to control the upper limit of wi(t); k2 is the damping coefficient, which
is used to control the regulation ability of wi(t) and generally taken as [0, 1].

In addition, an adaptive learning factors adjustment strategy is proposed for the early convergence
phenomenon of the population to improve the ability of the algorithm to find the optimal solution
globally. The mathematical description of the strategy can be written as

ci1(t) = c1max − (c1max − c1min)

∣∣∣∣fi(t)− fip(t)

fip(t)

∣∣∣∣
ci2(t) = c2min + (c2max − c1min)

∣∣∣∣fi(t)− fg(t)

fg(t)

∣∣∣∣ (12)

where fip(t) is the optimal fitness value of the i-th particle. c1max and c1min are the maximum and
minimum values of the individual learning factors, respectively. c2max and c2min are the maximum and
minimum values of the social learning factors, respectively.

Therefore, the IACPSO algorithm designed in this paper updates the velocity and position of
particles which can be expressed as{

vi(t+ 1) = wi(t)× vi(t) + ci1(t)× rand× (pi(t)− xi(t)) + ci2(t)× rand× (g(t)− xi(t))
xi(t+ 1) = xi(t) + vi(t+ 1)

(13)

where i = 1, 2, . . . , N , N is the number of particles, pi(t) the local optimal value of the i-th particle,
g(t) the global optimal value, and the rand the random number between (0, 1).
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4. SIMULATION EXPERIMENT AND NUMERICAL RESULTS ANALYSIS

In this section, we discuss the synthesis results from the following three aspects. Firstly, the IACPSO
algorithm proposed in this paper synthesizes the SRPRA with different parameters and analyzes the
corresponding synthesis results. Secondly, to verify the performance of the SRPRA, the synthesis results
of the SRPRA are compared with those of the SRCAA presented in [17] under the same parameters.
Finally, we compare the IACPSO algorithm with the SPSO algorithm to demonstrate the advantages
of the IACPSO algorithm in the SRPRA synthesis. The CPU adopted for all simulations is AMD Core
R5-5600H at 3.3GHz with 16GB RAM, and the numerical analysis software is MATLAB R2019a.

To facilitate later comparison of the results, we introduce two evaluation indicators. One is the
sparse ratio γ, which is defined as the ratio of the number of elements (Nr) used by the SRPRA to the
number of elements (Nf ) used by the fully populated receiving array for the same aperture size and can
be expressed as

γ =
Nr

Nf
, Nf =

(
Lx

dmin
+ 1

)
×

(
Ly

dmin
+ 1

)
(14)

The other is the sidelobe level outside the receiving area (CSL), which is defined as the ratio of the
maximum power level outside the receiving area Ψ to the maximum power level in the entire visible
area Ω. According to [27], CSL (dB) can be written as

CSL(dB) = 10 lg
maxu,v /∈Ψ |F (u, v)|2

maxu,v∈Ω |F (u, v)|2
(15)

where Ψ
∆
= {(u, v) : −u0 ≤ u ≤ u0,−v0 ≤ v ≤ v0} and Ω

∆
= {u, v) : u2 + v2 ≤ 1}.

According to [27], the rectangular receiving array factor can be expressed as

F (u, v) =
Nr∑
i=1

Prne
ik(uxr,n+vyr,n) (16)

where u = sin θ cosφ and v = sin θ sinφ are direction parameters; θ and φ are the elevation angle and
azimuth angle, respectively.

Since the focus of this paper is on the Rx array, and the Tx array is not relevant to our research
objectives, the parameters of the Tx array in all simulation experiments in this section are the same as
those in [16]; Nt = 8× 8 array elements are uniformly distributed in the XOY plane; the minimum Tx
array element spacing is dmin = 0.5λ. The relative distance L between the Tx and Rx arrays is 4λ. In
this paper, we set the operating frequency to 2.45GHz and normalize the wavelength to 1. Fig. 2(a)

(a) (b)

Figure 2. Synthesis results of the Tx array (a) layout and weight, (b) radiation power.
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shows the positions and excitation of the Tx elements, i.e., the excited power-set (Ptm) when applying
−18 dB Taylor weighting to reduce the side-lobe, and Fig. 2(b) shows a map of the radiation power
direction of the transmitting array located in the XOY plane.

4.1. Influence of Different Parameters on Synthesis Results

The number of array elements Nr determines the PTE of the SRPRA to some extent. We investigate
the effects of the number of array elements on synthesis results of the SRPRA and the traditional
uniform receiving array (TURA) in the first experiment. In this experiment, we select the SRPRA and
TURA with an aperture size of Lx × Ly = 4.5λ × 4.5λ, and at this aperture, the full array consists of
100 elements. Finally, the synthesis results are shown in Table 1.

Table 1. Synthesis results of the SRPRA and the TURA.

SRPRA TURA
γ (%)

Nr PTE (%) CSL (dB) Ns PTE (%) CSL (dB)

48 42.53 −9.83 48 36.62 −10.89 48

40 40.74 −8.27 40 32.89 −9.01 40

32 36.66 −7.04 32 28.87 −8.24 32

24 31.29 −6.45 24 26.21 −7.19 24

16 28.90 −5.99 16 19.31 −4.93 16

In Table 1, Nr and Ns represent the number of elements used by the SRPRA and TURA,
respectively. Analyzing the synthesis results in the table, we can draw the following conclusions: (I)
In the same aperture, the more the number of elements of the two receiving arrays is, the higher
the PTE, and the lower CSL are. (II) When the number of array elements is the same, the SRPRA
has higher PTE and lower CSL than the TURA (e.g., [PTE, CSL] |Nr=24 = [31.29%, −6.45 dB] vs.
[PTE, CSL] |Ns=24 = [26.21%, −7.19 dB] and [PTE, CSL] |Nr=40 = [40.74%, −8.27 dB] vs. [PTE, CSL]
|Ns=40 = [32.89%, −9.01 dB]). (III) When the number of array elements is different, the SRPRA can
use fewer elements to obtain higher PTE (e.g., [PTE, CSL] |Nr=40 = [40.74%, −8.27 dB] vs. [PTE, CSL]
|Ns=48 = [36.62%, −10.89 dB], the array element position distribution and array received power of the
SRPRA are shown in Fig. 3). Compared with the TURA, the SRPRA saves 8 elements, and PTE is
4.12% higher, but CSL is increased by 2.62 dB when Nr = 40 and Ns = 48. This is acceptable for the

(a) (b)

Figure 3. Synthesis results of the SRPRA (Nr = 40) (a) layout and received power, (b) receiving
power.
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MPT system that values efficiency.
Next, we discuss the effects of different minimum element spacings (dmin) on the results of the

SRPRA synthesis for the same array aperture and number of array elements. We set up three different
types of the SRPRA with the number of array elements Nr = 20 and the array aperture Lx × Ly =
4.5λ× 4.5λ; the number of array elements Nr = 100 and the array aperture Lx×Ly = 9.5λ× 9.5λ; and
the number of array elements Nr = 260 and the array aperture Lx × Ly = 14.5λ× 14.5λ, respectively.
Fig. 4 shows the synthesis results from a series of experiments conducted at different array element
spacings dmin ∈ {0.5λ, 0.52λ, . . . , 0.7λ} .

According to Fig. 4, we can draw the following conclusions through comparison: (I) For the same
array aperture size, the PTE of the SRPRA model decreases with increasing dmin, and the larger the
array aperture is, the more significantly the PTE decreases. The reason for this rule is that the received
power density in the center of the array is large, so the large array element density in the center region
(i.e., small spacing) helps to increase the PTE. If the minimum spacing dmin is large, it makes the
array element density in the center region small (i.e., large spacing), which results in a small PTE.
(II) Similarly, the CSL decreases with increasing dmin. In addition, the CSL shows different degrees
of decrease with increasing dmin in different sizes of array apertures (e.g., when the array aperture is
Lx × Ly = 9.5λ × 9.5λ and the dmin takes the values of 0.5λ, 0.6λ and 0.7λ in turn, the synthesis
results are [PTE, CSL] |dmin=0.5 = [40.96%, −9.69 dB] vs. [PTE, CSL] |dmin=0.6 = [30.03%, −10.68 dB]
vs. [PTE, CSL] |dmin=0.7 = [29.57%, −12.11 dB], and their the array element position distribution and
array received power of the SRPRA are shown in Fig. 5, Fig. 6 and Fig. 7).

P
T

E
 (

%
)

(a) (b)

C
S

L
 (

d
B

)

Figure 4. Synthesis results of the SRPRA with different minimum element spacings (a) PTE, (b) CSL.

Finally, we explore the relationship between the PTE and the number of array elements Nr with
the variation of array aperture Dr (Dr = Lx = Ly). Fig. 8 shows the synthesis results from a set
of experiments at different apertures Dr ∈ {4λ , 5λ, . . . , 15λ}. From Fig. 8, it can be observed that
when Dr ≤ 10λ, the value of the PTE increases significantly with Dr, while Nr increases slowly. When
Dr > 10λ, as the Dr continues to increase, the number of elements Nr increases significantly, but the
PTE starts to slowly increase.

As a result, the optimal array aperture Dropt for the SRPRA is equal to 10λ, and the array element
position distribution and array received power of the SRPRA are shown in Fig. 9.

4.2. Comparison of the SRPRA and the SRCAA

In order to demonstrate the advantages of the SRPRA in the MPT system, we compare its synthesis
results with those of the SRCAA in [17]. To compare the synthesis performance of the SRPRA and
the SRCAA, the values of L and dmin are the same as those in [17]. Then the synthesis results of the
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(a) (b)

Figure 5. Synthesis results of the SRPRA (dmin = 0.5λ) (a) layout and received power, (b) receiving
power.

(a) (b)

Figure 6. Synthesis results of the SRPRA (dmin = 0.6λ) (a) layout and received power, (b) receiving
power.

(a) (b)

Figure 7. Synthesis results of the SRPRA (dmin = 0.7λ) (a) layout and received power, (b) receiving
power.
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Figure 8. Behavior of the PTE of the SRPRA versus the aperture Dr and the number of elements Nr.
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Figure 9. Synthesis results of the SRPRA (Dr = 10λ) (a) layout and received power, (b) receiving
power.

two receiving arrays are listed in Table 2. Fig. 10 shows the synthesis results of a set of comparative
experiments performed with the SRPRA and the SRCAA at different aperturesDr ∈ {4λ , 5λ, . . . , 15λ}.

Table 2. Comparison of synthesis results between the SRPRA and the SRCAA.

SRPRA SRCAA

Lx = Ly (λ) Nr PTE (%) CSL (dB) γ (%) Dr (λ) Nr PTE (%) CSL (dB) γ (%)

5

40 38.84 −7.44 33.06

5

40 34.26 −6.51 43.01

44 42.17 −8.18 39.67 48 37.26 −6.78 51.61

48 45.21 −8.77 49.59 56 40.45 −7.26 60.21

10

180 49.22 −12.70 40.82

10

160 44.85 −9.68 46.92

200 53.18 −13.13 45.35 180 48.30 −10.04 52.79

220 56.40 −13.57 49.89 200 51.55 −11.27 58.65

15

460 64.14 −19.28 47.87

15

460 58.19 −15.34 61.58

480 67.11 −20.21 49.95 480 60.25 −15.64 64.26

500 69.56 −21.06 52.03 500 62.49 −16.44 66.93
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Figure 10. Synthesis results of the SRPRA and the SRCAA at different apertures (a) PTE, (b) CSL.

(a) (b)

Figure 11. Synthesis results of the SRPRA (Dr = 5λ and Nr = 48) (a) layout and received power,
(b) receiving power.

Comparing the performance parameters of the SRPRA (including PTE, CSL, and γ) with those
of the SRCAA, the synthesis performance of the SRPRA is significantly improved. Obviously, we
observed that the SRPRA can use fewer elements to obtain higher PTE and lower CSL with the same
array aperture, and the γ of the array can also be smaller (e.g., when Dr = 5λ, the synthesis results are
[PTE, CSL, γ] |Nr=48 = [45.21%, −8.77 dB, 45.59%] and [PTE, CSL, γ] |Nr=56 = [40.45%, −7.26 dB,
60.21%], respectively.) As a result, the SRPRA saves 14.29% elements and has 4.76% higher PTE and
1.51 dB lower CSL than the SRCAA. Fig. 11 and Fig. 12 show the array element position distribution
and array received power for the SRPRA and SRCAA when Dr = 5λ and Nr = 48, respectively.

Some conclusions can be drawn from Table 2 and Fig. 10: (I) Obviously, with the increase of
the array aperture size, the PTE of the two receiving arrays can be higher, and the CSL can be
lower. (II) Compared to the SRCAA, the SRPRA has 7.07% higher PTE and 4.62 dB lower CSL when
Lx×Ly = 15λ×15λ and Nr = 500. Therefore, the SRPRA has more significant performance under the
same aperture and array elements. (III) Comparing Fig. 11(a) and Fig. 12(a), it can be clearly observed
that each array element within the SRCAA is randomly distributed and has different received powers,
which greatly increases the complexity of the feeding network. However, for the SRPRA, the received
powers of the array elements are equal at symmetrical positions, which not only simplifies the feeding
circuit, but also reduces the cost of the MPT system.
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Figure 12. Synthesis results of the SRCAA (Dr = 5λ and Nr = 48) (a) layout and received power,
(b) receiving power.

In summary, the synthesis performance of the SRPRA is better than that of the SRCAA, which
verifies the validity of the SRPRA model proposed in this paper.

4.3. Performance of the IACPSO Algorithm

At the end of this section, to verify the stability and efficiency of the proposed IACPSO algorithm
in the SRPRA synthesis, we compare it with the SPSO algorithm. It needs to be noted that in this
comparison experiment, the parameters and steps are the same except that two different optimization
algorithms are used in the synthesis algorithm. The number of optimization iterations is set to 200.

Firstly, we select three different apertures of the SRPRA model for algorithm optimization. The
aperture of the first array is Lx×Ly = 4.5λ×4.5λ, and the number of elements is Nr = 44; the aperture
of the second array is Lx × Ly = 9.5λ × 9.5λ, and the number of elements is Nr = 228; the aperture
of the third array is Lx × Ly = 14.5λ × 14.5λ, and the number of elements is Nr = 548. Fig. 13(a)
shows the fitness curves of six optimizations when the two algorithms optimize three different sizes of
apertures.

Secondly, when Lx×Ly = 9.5λ×9.5λ, the two algorithms are repeated to optimize the experiment
three times, and the fitness curves are shown in Fig. 13(b).

(a) (b)

Figure 13. Comparison of the IACPSO algorithm and the SPSO algorithm (a) fitness variation curves,
(b) three repeated optimizations of two algorithms.
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As can be seen from Fig. 13(a), the IACPSO algorithm has a higher fitness value after stabilization
than the SPSO algorithm, and thus the better PTE can be obtained, which proves that the IACPSO
algorithm has a more efficient performance in dealing with the SRPRA synthesis problem. In addition,
the optimization curves show that the IACPSO algorithm stabilizes at about 20 iterations, so the
convergence speed is significantly faster than that of the SPSO algorithm. As can be seen from Fig. 13(b),
the three times optimization curves of the IACPSO algorithm almost coincide after about 70 generations,
so the IACPSO algorithm is more stable than the SPSO algorithm.

To sum up, since the IACPSO algorithm adopts a new optimization mechanism and update strategy,
it can avoid the SPSO algorithm from falling into local optimization during the optimization process
and thus obtain a better global solution, which verifies that the IACPSO algorithm has the advantages
of stability and efficiency in the SRPRA synthesis.

5. CONCLUSION

In this paper, we propose a sparse model of the rectangular aperture array, which is SRPRA, for MPT
system. After deriving the PTE of the SRPRA, we propose IACPSO algorithm based on a novel
optimization strategy to maximize the PTE for the SRPRA. Under the constraints of array aperture
and minimum array element spacing, the PTE can be improved by reasonably adjusting the number of
receiving array elements and optimizing the layout of receiving array elements.

In addition, we conduct extensive simulation experiments to verify the advantages of the proposed
SRPRA model and the effectiveness of the synthesis method. Firstly, we discuss the effects of the
number of array elements, minimum array element spacing, and array aperture size on the synthesis
results. Secondly, to demonstrate the advantages of the SRPRA model in the MPT system, we compare
the synthesis results of the SRPRA with those of the SRCAA in [17]. After analyzing the synthesis
results, it was found that the SRPRA can achieve higher PTE and lower CSL with fewer elements and
has a simpler feeding network than the SRCAA. Finally, to verify that the proposed IACPSO algorithm
has excellent performance in optimizing the SRPRA model, we compare it with the SPSO algorithm.
As a result, the synthesis results show that the IACPSO algorithm converges faster and achieves higher
PTE for three different array apertures, and the fitness curves obtained by repeating the optimization
three times for the same array aperture can largely overlap. Therefore, the IACPSO algorithm has a
more stable and efficient performance.
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