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A Normal-Vector-Field-Based Preconditioner for a Spatial Spectral
Domain-Integral Equation Method for Multi-Layered

Electromagnetic Scattering Problems

Ligang Sun*, Roeland J. Dilz, and Martijn C. van Beurden

Abstract—A normal-vector-field-based block diagonal-preconditioner for the spatial spectral integral
method is proposed for an electromagnetic scattering problem with multi-layered medium. This
preconditioner has a block-diagonal matrix structure for both 2D TM polarization and 3D cases.
Spectral analysis shows that the preconditioned system has a more clustered eigenvalue distribution,
compared to the unpreconditioned system. For the cases with high contrast or negative permittivity,
numerical experiments illustrate that the preconditioned system requires fewer iterations than the
unpreconditioned system. The total computation time is reduced accordingly while the accuracy based
on the normal-vector field formulation of the solution is preserved.

1. INTRODUCTION

In electrical engineering Maxwell solvers for electromagnetic scattering problems have wide
and important applications, which range from semiconductor metrology in integrated circuits
(ICs) production [1–3], to designing elements on nanophotonic chips [4, 5], and to analysing
metamaterials [6, 7]. In these cases, it is required to have fast and accurate Maxwell solvers, especially
for the cases where the number of unknowns is large.

Different types of Maxwell solvers have been developed in the past decades to solve electromagnetic
scattering problems. When the incident fields and solutions are stationary or time-harmonic, one can
solve the problem with a frequency-domain Maxwell solver. The frequency-domain solver can be more
computationally efficient than a time-domain Maxwell solver, and it can be divided into two categories.
The first kind relies on a differential form of Maxwell’s equations, popular methods in this first category
are the finite-difference (FD) [8] and finite element methods (FEM) [9]. The second category depends
on an integral-equation formulation of Maxwell’s equations, which incorporates the Green function and
the volume is restricted to the support of the sources of the electromagnetic field. Both domain integral
equations [10, 11] and surface integral equations [12] belong to the latter category.

In [13–15], a spatial spectral method is proposed to solve two-dimensional (2D) transverse electric
(TE), 2D transverse magnetic (TM) and three-dimensional (3D) scattering problems in a layered
medium, respectively. The main differences between this method and other volume integral equation
solvers are: (1) a Gabor frame is used as a discretization in the transverse plane, which brings a fast and
accurate Fourier transformation; and (2) a spectral integration path is chosen to avoid the singularities
of the Green function in the spectral domain. The accuracy is improved by introducing an auxiliary
field based on the local normal-vector field (NVF) formulation [16].

The above spatial spectral discretization approach leads to a high-dimensional linear system of
equations. Usually iterative methods such as GMRES [17], BiCG-type methods [18–20], or IDR(s) [21]
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are deployed to solve these large linear systems instead of a direct method [22]. For each iteration,
this spatial spectral solver reaches a computational complexity of O(N logN) in terms of the matrix-
vector product. However, convergence difficulties are observed in terms of a large number of iterations
when the underlying physical problem has high-contrast or negative-permittivity scatterers embedded
in the layered medium, or when the scatterer is large. Preconditioning is usually a vital component
for high-dimensional linear systems with a poor convergence rate, to enable practical computations
within a reasonable time [23]. A good preconditioner transforms the original system into a system that
has the same solution, but exhibits better convergence performance. Furthermore, constructing and
executing this preconditioner should be fast because it will be performed in every iteration as an extra
matrix-vector product (MVP).

Optimal circulant preconditioners have been successfully used in domain integral equations in one-
dimensional (1D) and 2D TE, or E-polarized cases to accelerate the iteration, see [24] and [25]. Circulant-
type preconditioners have also proved effective to solve the system in the form of I − GX with multi-
level Toeplitz structure [26]. For scattering in periodic setups, the integral-equation formulation in the
transverse directions exploits a continuous auxiliary field formulation together with a normal-vector field
around object boundaries [16, 27]. In that case, the linear system corresponding to the integral equation
can be written in the form (C −GM)u = f , where the matrices C and M are block-Toeplitz-Toeplitz-
block (BTTB) matrices, and the matrix G represents the Green operator. In [28], the matrix C−1 and
its approximations have been proposed as preconditioners and promising improvements were obtained
after deploying these preconditioners. For the nonperiodic case, the spatial spectral method based
on Gabor frames and an auxiliary field in combination with a normal-vector field formulation [14, 15]
bears a close resemblance to the case of fully spectral methods for periodic structures. Therefore, it is
a natural idea to extend the application of the C−1 preconditioner in [28] to the Gabor-frame based
spatial spectral solver, which is the main objective of this paper. To be specific, we show that this
NVF-based preconditioner has a block-diagonal structure and we illustrate that this preconditioner can
reduce the number of iterations, while preserving the accuracy of the solution for high contrasts or
negative permittivities.

This paper is organized as follows. In Section 2 we recall the most important details of the 2D TM
and 3D spatial spectral Maxwell solver and we establish the NVF-based preconditioner. In Section 3 we
discuss the effects of this NVF-based preconditioner based on spectral analysis. Numerical experiments
are discussed in Section 4, which contains three experiments for which we show the reduction in the
number of iterations, an accuracy validation, and a comparison in computation time. Section 5 contains
the conclusions.

2. FORMULATION

Consider the following 2D or 3D scattering problem in Fig. 1. A multi-layered dielectric medium is
placed in between two dielectric half-spaces. We define a Cartesian coordinate system such that all
layers are stacked along the z direction as background materials, and each layer i (1 ≤ i ≤ N) has a
constant relative permittivity εrbi. A scattering object, which is made of a different material, is located
in a finite domain D ∈ R3 and is completely embedded within layer i. The relative permittivity of
the scatterer is εrs and one can define a global relative permittivity function εr(x) to distinguish all
materials, where x = (x, y, z) denotes the spatial coordinates. In the absence of the scatterer, the
incident electric field Ei(x) can be calculated as in [29].

2.1. Summary of the Spatial Spectral Method

The spatial spectral method [30] is developed based on the following domain integral representation:

Ei(xT , z) =E(xT , z)

−F−1
T

{∫
R
G(z′|kT , z) · FT [J(xT , z

′)]dz′
}

(1)

where xT denotes the spatial Cartesian coordinates in the transverse plane (i.e., xT = (x, y) in the
3D case and xT = x in the 2D case), and similarly, kT denotes the spatial Fourier transform variables
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Figure 1. Geometric setting for a multi-layer medium with embedded scattering object.

in the transverse direction, i.e., with respect to xT . Note that FT and F−1
T denote a pair of Fourier

transformations in the transverse plane between xT and kT . G is the spectral-domain Green operator in
the multi-layered medium. E(xT , z) represents the unknown total electric field, J(xT , z) is the contrast
current density given by the spatial field-material interaction:

J(xT , z) = jωε0εrbiχ(xT , z)E(xT , z), (2)

where ε0 is the permittivity of free space, and εrbi is the relative permittivity of the ith homogeneous
layer in the background medium that contains the scatterers. Given the relative permittivity function
εr(xT , z), the contrast function χ(xT , z), bound to layer i, is defined as

χ(xT , z) =
εr(xT , z)

εrbi(z)
− 1, (3)

which is only supported on the domain of the scatterer.
One important feature of this spatial spectral method is that a Gabor frame is used to perform

discretization in the transverse plane in both spatial and spectral domains. A Gabor-frame expansion
for any f(xT ) ∈ L2(R2) in the spatial domain is

f(xT ) =
∑
m,n

fm,ngm,n(xT ), (4)

in which m and n represent the spatial and the spectral shift number, respectively, gm,n(xT ) is a
Gabor frame function and fm,n is a Gabor coefficient. Gabor coefficients are computed via the Gabor
transformation:

fm,n =

∫
f(xT )η

∗
m,n(xT )dxT , (5)

where ηm,n(xT ) is the dual frame function and is computed via the Moore-Penrose inverse [31]. Full
representations of the Gabor frame function and its dual frame function can be found in [14, 15]. The
main advantage of this Gabor-frame-based discretization is that it establishes a fast relation between
the spatial domain and the spectral domain. The Fourier transform of a spatial Gabor frame function
gm,n(xT ) yields a Gabor frame in the spectral domain, and the Gabor coefficients of the spectral function

f̂(kT ) can be readily obtained via simple operations on the spatial Gabor coefficients fm,n [32]. This
property guarantees fast transformations between the spatial and the spectral domains and eventually
contribute to the O(N logN) computational complexity for the matrix-vector product of the spatial
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spectral method, where N represents the total number of unknowns after discretization. In [33], a set
of basis functions is calculated based on equidistant Dirac delta test functions and an approximation
of the exact Gabor-based discretization is introduced in [15] for 3D scattering problems. These new
basis functions yield faster operations like multiplication and FFT-based Fourier transformation, which
reduces the computation time and preserves accuracy.

In the z direction, the integral in Eq. (1) is discretized in terms of piecewise-linear (PWL) expansion
functions:

Λ(z) =

1− |z − p∆z|
∆z

if |z − p∆z| < ∆z

0 if |z − p∆z| > ∆z

, (6)

where ∆z is the discretization step in the z direction, and 1 ≤ p ≤ Nz denotes the index of the sample
points along the z direction. Nz denotes the total number of sample points in the z direction. Another
feature of the spatial spectral method is that a deformed integration path on the complex plane is
chosen as alternative to an integration path on the real axis, to properly handle the branch cuts of
the dielectric half-spaces and the poles that represent guided waves of the layered medium. Based on
the reflection interfaces within a multi-layered medium [29], effective reflection coefficients are defined
in [13–15]. Representing the Green function in the spectral domain along this integration path avoids
the tedious calculation of Sommerfeld integrals.

To improve the accuracy and efficiency of the Gabor expansion in the presence of discontinuous
permittivities in the transverse plane, a local normal-vector field formulation is used in this spatial
spectral method. Based on the Li rules [34], which provide a framework to assess whether functions
with discontinuities can be multiplied or not, the normal-vector field formulation was introduced by
Popov and Nevière [27] to improve the convergence in Fourier analysis. The main idea of the normal-
vector field formulation is to perform spatial multiplications on the continuous components of the electric
field E and the electric flux density D, which together constitute the auxiliary field F, and then derive
their discontinuous components from the multiplication by the field-material interactions. The normal-
vector field F can then be transformed to the total electric field E and the contrast current function J
through

E = CF,

J = MF.
(7)

Explicit expressions of components of matrices C and M expressed in Cartesian coordinates are given
in [14, 15] and [16].

2.2. The NVF-Based Block-Diagonal Preconditioner

Based on the domain integral representation (1) and the normal-vector field formulation (7), the spatial
spectral method can be represented by the following linear system:

Lu = f , (8)

where L ∈ CN×N is the system matrix; the inhomogeneous term f ∈ CN represents the incident field Ei;
u ∈ CN contains the expansion coefficients of the auxiliary field F to be determined; and N represents
the number of unknowns. The system matrix A can be decomposed as

L = C −G ·M, (9)

where C and M transform the normal-vector field F into the total electric field E and the contrast
current J through Eq. (7), and G denotes the Green tensor operation in combination with a pair of
Fourier transformations. In the spatial spectral solver [30], the matrix L is implemented implicitly to
avoid storing a full system matrix.

The structures of matrices L, C, G, M depend on the order of the discretization indexes associated
with either the transverse plane or the z direction. When choosing the index associated to z-samples
as the outermost one, i.e., the slowest changing index when moving row-wise or column-wise, matrices
C and M have a block-diagonal structure with each block containing the Gabor coefficients of the
operators related to the contrast χ (defined in [14] and [15]). The block-diagonal structure essentially
comes from the direct (spatial) multiplication between the χ-related operators and the auxiliary field
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F per z sample. The Green matrix G contains the Gabor transformation of the homogeneous-medium
Green tensor and the reflected waves from the layer interfaces [13, 15] and therefore it has a denser
structure at the block level. On the other hand, the fact that the Gabor frames have effectively a finite
support in the spectral domain yields some sparsity per block of the matrix G. Simplified structures of
matrices L, C, G and M are given in Fig. 2.

Figure 2. Sparsity patterns of the matrices L, C, G, and M .

In [28], the system of a light scattering problem for a 2D-periodic structure was also represented in
the form C −GM , but then for an expansion in terms of (discrete) Fourier modes. For that case, the
matrix C is a block-diagonal matrix and each diagonal block of the matrix C is a so-called BTTB-block
matrix. Preliminary investigations have shown that the number of iterations can be reduced significantly
by taking the full inverse matrix C−1 as a preconditioner. Since the Gabor-frame transformation is a
unitary transformation [35], it is natural to transfer the idea of this C−1 preconditioner to the spatial
spectral method, where the Gabor representation is used in the transverse plane.

The Nz block matrices of C in Fig. 2 come from the Nz sampling points in z direction. Each block
corresponds to the Gabor transformation of the function χ(xT , zp) and the normal-vector field in the
transverse plane with some fixed z = zp (1 ≤ zp ≤ Nz). Therefore, for a dielectric scatterer that has a
uniform cross section in the z direction, the block submatrices of C are identical to each other. Together
with the sparsity, owing to the block-diagonal structure, one can readily see that the matrix C−1 can
be constructed by inverting one block submatrix of C. This simplifies the computational procedure in
practice and makes C−1 a good candidate to precondition the original system Lu = f . Hence we refer
to the matrix C−1 as the normal-vector-field-based block-diagonal (NVF-BD) preconditioner for the
spatial spectral method.

3. AN INDICATION OF A CLUSTERED SPECTRUM

It is well known that the convergence rate of an iterative method highly depends on the distribution of
the eigenvalues of the system matrix: the more clustered the spectrum is, the faster the convergence
rate will be, see [36, Chapter 1]. Hence, a good preconditioner should yield a clustered spectrum for
the preconditioned system matrix and result in an increased convergence rate. The clustering effect
has been studied in detail for various types of preconditioners, e.g., circulant preconditioners [37–39],
Toeplitz preconditioners [40–42], and block Toeplitz preconditioners [43]. Following the analysis for
the above preconditioners, we compare the eigenvalue distributions of the systems with and without
applying the NVF-BD preconditioner.

To this end, we consider a 2D scattering problem as presented in Fig. 3, where one rectangular
scatterer is embedded in a layer of SiO2 enclosed by two vacuum half-spaces. The incident field is a
plane wave with wavelength 425 nm that is normally incident with respect to the xy plane and the
incident electric field Ei is polarized along the x direction. The substrate medium SiO2 has a relative
permittivity εrb = 2.16, and the scatterer has a relative permittivity εr = 54. Therefore the scatterer
has contrast χ = 24 and its length in the x direction is 200 nm. With such a high-contrast case we
expect a better conditioned system after applying the NVF-BD preconditioner. In this example there
are 15990 unknowns.

In Fig. 4 we compare the absolute values and real parts of the eigenvalues. Both the original system
and the preconditioned system are indefinite but not strongly: among the 15990 eigenvalues only 14 of
them have negative real parts. Throughout the rest of this article, ‘org’ represents the original system
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Figure 3. Scattering setup: a 2D TM polarized field is incident on a dielectric object (in red)
embedded in a layered medium composed of SiO2 and vacuum. εrb,i, for 0 ≤ i ≤ 2, denotes the
relative permittivities of these layers.

(a) (b)

Figure 4. Comparison of eigenvalue distributions: (a) number of eigenvalues with absolute value located
in per indicated interval, for the original system (org) and the preconditioned system (pdr). Note that
the minimum and the maximum absolute eigenvalues of the original system are 0.0038 and 25, and the
counterparts for the preconditioned system are 0.076 and 25. (b) Real parts of the eigenvalues Re(λi)
in the range [−0.5, 2].

and ‘pdr’ represents the system after applying the NVF-BD preconditioner. In Fig. 4(a), the horizontal
axis denotes six intervals ranging from 0.003 to 32, and the vertical axis represents the number of the
eigenvalues, which absolute values belong to each of the corresponding intervals, on a log scale. A
significant difference is observed when comparing their minimum absolute eigenvalues: the minimum
absolute eigenvalue is shifted away from the origin from 3.8× 10−3 to 7.6× 10−2. In Fig. 4(b), we see
the real part of those eigenvalues that satisfy −0.5 ≤ Re(λi) ≤ 2. It is clear that without the NVF-
BD preconditioner, the original system has much more eigenvalues close to 0, while after applying the
NVF-BD preconditioner, only a few eigenvalues around 0 remain and there are much more eigenvalues
clustered around 1. The distribution of eigenvalues plays a crucial role in a system’s conditioning,
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especially when the maximum eigenvalue does not change dramatically.
Figure 4 also shows that the preconditioned system’s spectrum is more clustered around 1. To verify

this observation, we counted how many eigenvalues are located within the interval [1−δ, 1+δ] for a given
δ > 0. We obtain the percentages by dividing by the total number of eigenvalues and compare them
in Table 1. Note that in the original system only 36.5% of the eigenvalues were located within the disc
centered at 1 with radius 10−8 in the complex plane, while this number becomes 71.5% after applying
the NVF-BD preconditioner. Clearly, there is a stronger clustering of the eigenvalues around 1 in the
preconditioned system. Analogous to the clustering effects studied in other preconditioners [37–43], we
expect this promising indicator of the NVF-BD preconditioner can reduce the number of iterations as
well.

Table 1. Percentage comparison for eigenvalues located within the interval [1 − δ, 1 + δ], given δ as a
parameter.

δ % of org. % of pdr.

10−2 89.5 93.0

10−4 85.4 91.6

10−6 67.0 81.4

10−8 36.5 71.5

4. NUMERICAL RESULTS

To show the effectiveness of the NVF-BD preconditioner, we have tested the preconditioned system on
the following three scattering problems: (A) a 2D TM rectangular object with high contrast, (B) a
2D TM metal grating problem with negative permittivity and (C) a 3D bar-shaped object with high
contrast. In all cases we mainly focus on the reduction in the number of iterations after applying the
NVF-BD preconditioner. We also show the reduction in computation time in case (A), and compare
the solution in case (B) with an independent reference. The iterative method used in all three cases is
the BiCGstab(2) algorithm [20], with the maximum number of iterations set to 1250. In Table 2 we
summarize all Gabor parameters used in these three problems. Note that case (A-1), case (A-2) and
case (A-3) are three variants of case (A), which are used to demonstrate the NVF-BD preconditioner’s
effects on larger-scatter cases and computation time. Following the notations in [13–15], we use X, m
and n to denote the Gabor window length, the spatial shift number, and the frequency modulation
number, respectively, and we use Nz to represent how many PWL functions are used in the z direction.
Further, p = 3 and q = 2 are the oversampling parameters for the Gabor frames. Note that case (C) is
a 3D problem and we use the same discretization parameters in both x and y directions.

Table 2. Discretization parameters used in simulation cases (A), (B) and (C).

case X [nm] m n Nz

(A) 100 −7 : 7 −40 : 40 41

(A-1) 100 varying −40 : 40 41

(A-2) 100 −5 : 5 varying 101

(A-3) 100 −5 : 5 −100 : 100 varying

(B) 500 −12 : 12 −40 : 40 29

(C) 100 −4 : 4 −10 : 10 21

We define the relative error in step k, with corresponding solution vector uk, as ek = ∥Luk−f∥
∥f∥ , with

the system matrix L and the inhomogeneous term f introduced in Section 2, and ∥ · ∥ denotes the ℓ2

norm of a vector. The iterative procedure is terminated once a relative error of 10−5 or less is reached.
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It is known that different iterative methods yield differences in convergence behaviour, especially for
high-contrast cases. However, comparing the difference in convergence of the various iterative methods
is not the aim of this paper.

4.1. Case (A): a 2D TM High-Contrast Problem

In the first case we consider the 2D scattering problem in Fig. 3 again and keep the geometry parameters
as introduced in Section 3. Table 2 displays the discretization parameters we used. Note that there
are 81 frame functions used in each Gabor window length X, which yields a resolution of 1 nm in the
x direction. In the z direction the PWL functions are employed with sample distance ∆z = 2.5 nm.
Discretization parameters are given under case (A) in Table 2.

To see the effect of the NVF-BD preconditioner on the number of iterations, we fix the object’s
size by taking its width w = 200 nm and change the value of the contrast χ. The contrast ranges
from 2 to 64 and we are more interested in the high-contrast cases, since they are more challenging.
We compare the number of iterations for the original solver and the preconditioned solver in Table 3.
Due to the nature of the BiCGstab(2) algorithm, one iteration represents four matrix-vector products
(MVPs). Note that in the low-contrast cases such as χ ≤ 4 the NVF-BD preconditioner saves about
50% of the iterations. For the cases where 8 ≤ χ ≤ 24 the total number of iterations is reduced by up
to 90%, when χ ≥ 32 the unpreconditioned system fails to converge within 1250 iterations, whereas the
NVF-BD preconditioner makes the solver converge within an acceptable number of iterations.

Table 3. Total number of iterations for Simulation case (A) for a scatterer with different contrast χ
but the same geometric size. Note that “1250+” means the iterative solver fails to reach the desired
relative error within 1250 iterations.

χ org pdr

2 7 4

4 17 9

8 50 22

16 245 66

24 1227 112

32 1250+ 247

48 1250+ 446

64 1250+ 743

Figure 5 shows the evolution of the relative error versus the iteration count for the original system
and the preconditioned system for the specific case χ = 24, which corresponds to a relative permittivity
εr = 51.87 for the rectangular scatterer. The horizontal axis denotes the number of iterations within
the iterative solver, and the vertical axis denotes the relative error of the approximated solution at
each iteration. Clearly, the preconditioned system significantly outperforms the original system in this
high-contrast case. One possible reason for this significant reduction in number of iterations is that the
NVF formulation plays a dominant role in the behavior of the iterative solver acting on the original
system. The NVF-BD preconditioner improves the distribution of eigenvalues, as observed in Fig. 4,
and also yields a much better conditioned system. The reduction in the number of iterations also saves
a significant amount of computation time. We recorded the total computation times for this case on
a single-core Intel(R) Xeon(R) Gold 6148 CPU at 2.40GHz with 755GB RAM. The original system
takes 11,829.5 seconds, while the preconditioned system only needs 1,151.5 seconds to reach the desired
relative error of 1 · 10−5.

To explore the performance of the NVF-BD preconditioner on a larger scattering object, we change
the scatterer’s size and keep its contrast constant. The scatterer’s width is changed from 200 nm to
1100 nm, which implies that the range of the x coordinate of the scatterer changes from [−100, 100] nm
to [−550, 550] nm. We set the spatial shift index m of the Gabor frame in Table 2 from m = −8 : 8 to
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Figure 5. Convergence of the iterative solver for the high contrast case in Fig. 3 with χ = 24. The
dashed line denotes the desired relative error 1 · 10−5.

m = −12 : 12, and therefore the corresponding computation domain is increased from [−500, 500] nm
to [−850, 850] nm in the x direction, which covers the scatterer’s domain and a part of its near field.
Other discretization parameters are given under case (A-1) in Table 2. For all cases, the scatterer’s
contrast is kept at χ = 16, which corresponds to a relative permittivity εr = 36.74. Table 4 presents
the number of iterations for the original system and the preconditioned system. We observe that the
preconditioned system can handle a significantly larger range of widths of the scatterer. Hence, the
NVF-BD preconditioner reduces the number of iterations not only in cases of high contrast but also in
cases where the scatterer has a larger width.

Table 4. Total number of iterations recorded for the scatterers with different width but with a constant
contrast χ = 16.

width [nm] org pdr

200 232 66

300 432 91

400 1102 229

500 970 258

600 1250+ 333

700 1250+ 527

900 1250+ 930

1100 1250+ 1030

Next, we investigate the NVF-BD preconditioner’s effect on computation time. The total
computation time equals to the initialization time and solution time. During the initialization of the
NVF-BD preconditioner, the matrix C−1 is computed based on Doolittle LU factorization, and one only
has to compute the inverse of a single block matrix of C since the contrast χ is a constant along its
height. The total solution time is equal to the product of the average solution time per iteration and
the total number of iterations. One may not obtain a significant reduction in the total computation
time for the preconditioned system if the time per iteration increases a lot due to the extra four MVPs
induced by the preconditioner per iteration. We compare the computation time per iteration for the
original solver with that for the preconditioned system by considering the single scatterer case in Fig. 3
with χ = 8 and width w = 200 nm. Note that each block matrix Ci (1 ≤ i ≤ Nz) has dimension Nx,
and the MVP of matrix block Ci has a quadratic complexity. Hence we expect the MVP with matrix
C−1 should have a complexity of O(NzN

2
x).

In Fig. 6, we compare the solution time per iteration and the extra computation time per MVP of



10 Sun, Dilz, and van Beurden

  
  

  
  

  
  

  
  

  

+
+

+
+

+
+

+
+

+

∗

∗

∗

∗
∗

∗

∗

∗

∗

  org., per ite.

+ pdr., per ite.

∗ pdr., per matvec.

fitting curve

500 1000 5000 1×104 5×104 Nx

0.01

0.10

1

10

100

1000

104

time [s]

  
  

  
  

  

  
  

  

+
+

+
+

+
+

+
+

∗
∗

∗
∗

∗
∗

∗
∗

org., per ite.

+ pdr., per ite.

∗ pdr., per matvec.

fitting curve

50 10 500 100 5000
Nz

0.5

5

50

500

5000

504

time [s]

(a) (b)

Figure 6. Average computation time per iteration for (a) Nx and (b) Nz unknowns. Note that “org.
per ite.” means the computation time per iteration for the unpreconditioned system, “pdr. per ite.”
means the computation time per iteration for the system after applying the NVF-BD preconditioner,
“pdr. per matvec.” means the time penalty due to the extra MVP in the preconditioned system, and
“fitting curve” means the best fit based on the data points in the Nx and Nz cases, respectively.

the preconditioner by changing the number of unknowns in both x and z directions, respectively. The
vertical axes denote the average solution time per iteration in seconds. The horizontal axis in Fig. 6(a)
shows the number of unknowns Nx in the x direction. Note that Nx = (2m + 1) · (2n + 1), where the
spatial shift index m satisfies −5 ≤ m ≤ 5, the frequency modulation index n satisfies n ∈ {−N, . . . , N}
and N ranges from 6 to 3080. This corresponds to a resolution in the x direction that ranges from
6.231 nm to 0.013 nm. In the z direction, a total of 101 PWL functions are used with sample distance
∆z = 1nm. All discretization parameters used in Fig. 6(a) are summarized under case (A-2) in Table 2.
The horizontal axis in Fig. 6(b) denotes that Nz PWL functions are used in the calculation. Nz ranges
from 10 to 2000, which corresponds to a resolution ∆z in the z direction from 10 nm to 0.05 nm. In
this case we have −5 ≤ m ≤ 5 and −100 ≤ n ≤ 100. All discretization parameters used in Fig. 6(b)
are summarized under case (A-3) in Table 2. In both Figs. 6(a) and (b), the red dots and the blue
crosses are computed based on the total solution time divided by the total number of iterations, and
the gray stars are the computation time per MVP due to the preconditioner only. All the simulations
were performed on a single-core Intel(R) Xeon(R) Gold 6148 CPU at 2.40GHz with 755GB RAM.

The average computation time per iteration for the original system and the preconditioned system,
and the average computation time per MVP of the preconditioned system are displayed in Figs. 6(a)
and (b). It is clear that the average computation time increases when a finer discretization is taken
in either the x or z direction. The analytical representation of the fitting curve in Fig. 6(a) is
T (Nx) = 2.94 · 10−7N2

x and in (b) it is T (Nz) = 0.012Nz, where T is the average computation time per
iteration. The recorded data points of the MVP time coincide with the fitting curve well. Therefore we
confirm our prediction that the extra MVP operation in the preconditioned system has a complexity
O(NzN

2
x). Furthermore, we observe that both original system and preconditioned system have similar

average computation time per iteration for almost the entire range of Nx and Nz cases, except for
the last two data points in Fig. 6(a), where the time of the extra MVP due to the preconditioner is
non-negligible compared with MVP of the original system and the other operations in the BiCGstab(2)
iterative solver. In the z direction, a much larger Nz would be required to observe a similar effect, owing
to the O(NzN

2
x) complexity for the MVP of the preconditioner. In Fig. 7 we compare the total solution

time for the original system and the preconditioned system. The vertical axes denote the total solution
time in seconds. The horizontal axes represent the discretization parameters Nx and Nz in Figs. 7(a)
and (b), respectively. Both figures suggest that in most cases (except for the cases with extremely large
Nx) the total solution time can be reduced by a factor larger than 2, which is corresponding to the
gained reduction factor in terms of the number of iterations for the χ = 8 case in Table 3. For other
cases in Table 3, the reduction factor in computation time is expected to be comparable to the reduction
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(a) (b)

Figure 7. Comparison of computation time between systems “org” and “pdr”. (a) Different
discretization in the x direction. (b) Different discretization in the z direction.

factor in terms of the number of iterations, since the computation time per iteration in Figs. 6(a) and
(b) is independent of the contrast χ.

We conclude that the total solution time can be reduced by applying the NVF-BD preconditioner.
We also observe that the reduction in computation time for the preconditioned system gets lowered for
large Nx cases due to the computational complexity of the preconditioner.

4.2. Case (B): A 2D TM Metal Grating Problem

In the second case, a grating device made of aluminium is embedded in air and supported by an
aluminium half-space, see Fig. 8. A plane wave with wavelength 700 nm is incident under an angle of
22.9◦ with respect to the z-axis and the incident electric field Ei is polarized in the xz plane. The
relative permittivity of aluminum is −63.6 − 31.29j. The air in the six grooves are considered as
the scatterers, which have negative contrast χ = −1.0108 + 0.0064j. Table 2 case (B) displays the
discretization parameters we used in this simulation. Notice that in total 81Gabor frame functions are
used for each Gabor window length X, which yields a resolution of 5 nm in the x direction. In the z

Figure 8. Geometry setting of a 2D TM metal grating problem.
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direction PWL functions are employed with sampling distance ∆ = 2.5 nm. Our goal in this example is
to demonstrate the effectiveness of the NVF-BD preconditioner as compared with the original system in
terms of convergence with an acceptable relative error. Also, in this 2D TM case, computing the NVF-
BD preconditioner requires only moderate memory requirements due to the relatively low-dimensional
block matrix Ci and we compute C−1 directly based upon the Doolittle LU factorization.

Figure 9 shows the convergence of the relative error versus the number of iterations for the original
system and for the preconditioned system. It is clear that without applying the NVF-BD preconditioner,
the system does not converge, while the preconditioned system reaches the desired relative error of 10−5

in 159 iterations.

Figure 9. Iteration details for the negative permittivity case in Fig. 8 with χ = −1.01 + 0.0064j. The
horizontal dashed line denotes the desired accuracy goal 1 · 10−5.

We have validated the preconditioned system’s solution against the commercial FEM code
JCMWave [44]. Fig. 10(a) presents the x-component of the total electric field Ex, where the red line
denotes the JCMWave reference and the blue dashed lines denote the solution from the preconditioned
system, so the solutions can be compared. Fig. 10(b) displays the absolute error between the solution
from the preconditioned system in the near field for z = −50 nm, just above the upper interface. One
can observe that some high-frequency Gibbs ringings occur near the grooves’ boundaries, where the
contrast function is discontinuous. Gibbs phenomena can be the dominant contribution to the error
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Figure 10. The electric fields for the case in Fig. 8. In (a) both reference and the solution Ex(x, z0)
from the preconditioned system are displayed at z0 = −50 nm, indicated by the horizontal green line in
Fig. 8. In (b) the absolute error in Ex(x, z0) between the solutions from the preconditioned system and
the JCMWave reference is displayed on a log scale.
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in the near field, just as observed in the original system [14, 15], but it does not propagate over a
long distance. Figs. 10(a) and (b) together suggest that the solution obtained from the preconditioned
system matches the reference well.

4.3. Case (C): A 3D High Contrast Problem

In the third case we consider a bar-shaped scatterer with a high relative permittivity εr = 17 in free
space. The scatterer’s dimensions are 300× 200× 100 nm. The incident plane wave is characterized by
the Cartesian wavevector k = (0, 0, k0), with the electric field polarized in the x direction and with unit
amplitude. The plane wave has a wavelength of λ = 425 nm. The geometry setting is given in Fig. 11.
Table 2, case (C) displays the discretization parameters that are used in this simulation. Note that the
frequency modulation number −10 ≤ nx, ny ≤ 10 and therefore there are 21 frame functions used per
Gabor window length X and Y , which yields a resolution of 3.86 nm in both x and y directions. In the
z direction PWL functions are employed with sample distance ∆ = 5nm.

Figure 11. 3D scattering problem for a bar-shaped scatterer with relative permittivity εr = 17
embedded in air.

Usually the dimension of the system equation in 3D cases is huge. In this simulation there are
2.3 · 106 unknowns after performing the discretization based on Table 2 case (C), and the dimension of
the block submatrices Ci in Fig. 2 is 1.0 × 105. Therefore it is unrealistic to store the full submatrix
Ci due to its excessive memory requirement. As an alternative strategy we have implemented the
preconditioned system such that the extra MVP for C−1 is executed based on an inner iterative solver.
We also use the BiCGstab(2) algorithm in the inner iterative process and this inner iterative process is
terminated once a relative error of less than or equal to 10−15 is reached. The inner iterative solver takes
much fewer MVPs than the outer solver. However, this double-iterative method should be improved in
future work, to make the entire solution process more efficient. Therefore, we focus on the effect of the
NVF-BD preconditioner on the reduction in the number of iterations, instead of computation time, in
this 3D case.

Figure 12 shows the evolution of the relative error versus the iteration count for the original system
and the preconditioned system. It is clear that the preconditioned system outperforms the original
system in this 3D high contrast problem with χ = 16. The preconditioned system takes 454 iterations
to reach the required relative error with a relatively fast rate of convergence. However, the original
system failed to converge to the desired relative error within 1250 iterations. Notice that, from iteration
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Figure 12. Iteration details for the high contrast case with χ = 16. The dashed line denotes the
default accuracy goal 1× 10−5.

550 to 1250, the residual vector of the original system gained less than 1-digit accuracy. This is a
clear example that shows how the NVF-BD preconditioner can reduce the number of iterations in a 3D
high-contrast case.

5. CONCLUSION

We proposed a normal-vector-field-based block-diagonal (NVF-BD) preconditioner for the original
system of a spatial spectral solver with Gabor discretization for 2D TM polarization and 3D cases.
The block-diagonal structure of the matrix that incorporates the normal-vector field formulation and
previous work motivated us to apply this preconditioner to this spatial spectral Maxwell solver. We
observed a more clustered eigenvalue distribution after applying this NVF-BD preconditioner, which is a
good sign in the sense of expecting a reduction in the number of iterations. The NVF-BD preconditioner
is either computed via a direct LU decomposition, in the 2D TM cases, or performed via an inner iterative
procedure in the 3D problem.

We tested this NVF-BD preconditioner on three types of problems: (A) a 2D TM scattering
problem with high contrast values and large geometry size, (B) a 2D TM metal grating problem, and
(C) a 3D high contrast problem. The numerical experiments reveal that the number of iterations
can be significantly reduced by applying the NVF-BD preconditioner, which therefore extends the
capability of the original spatial spectral solver to cases with higher contrast, negative permittivity,
or larger geometrical dimension. Computation-time analysis shows that the total solution time can
also be reduced after applying the NVF-BD preconditioner, even though the reduction effect can be
dampened when a large number of transverse basis functions Nx is used, due to the extra MVP for
the preconditioner with O(NzN

2
x) computational complexity. The proposed NVF-BD preconditioner

itself can readily benefit from parallel computing, since the NVF-BD preconditioner has the same per-
z-sample block-diagonal structure as the matrices C and M . However, a similar speed increase due
to parallelization at the z-sampling level will not readily obtained for the original system due to the
communication overhead associated with the Green function, for which many z-samples need to be
combined.
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