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A 2-D DOA Estimation Algorithm for L-Shaped Array
with Improved Computational Efficiency

Jie Yang and Hu He"

Abstract—A high-precision and high-efficiency reduced-dimension direction of arrival (DOA)
estimation algorithm based on an L-shaped array for the problems of large computation and high
cost of achieving two-dimensional (2D) DOA estimation by 2D multiple signal classification (MUSIC)
algorithm under various complex arrays. The algorithm makes full use of the structural characteristics of
the L-shaped array to decompose the uniform L-shaped array into two uniform linear arrays. These two
arrays are respectively searched in one-dimension (1D) to estimate the angles between the source and the
z-axis and y-axis, and then the 2D DOA estimation is obtained according to the geometric relationship,
which greatly reduces the amount of computation. Furthermore, the algorithm increases the utilization
of noise subspace information, which not only realizes the automatic pairing of direction angle and
elevation angle, but also improves the estimation accuracy. In order to further reduce the complexity
and improve the estimation performance, this paper also puts forward the root finding method instead
of 1D search and uses a fast angle matching method to accurately match angles. Simulation results
show the feasibility of the proposed algorithm.

1. INTRODUCTION

Direction of arrival (DOA) estimation has always been one of the hot topics in array signal processing. It
is widely used in radar, sonar, medical diagnosis, wireless communication, and other fields [1-4], which
has great research significance. In recent decades, many super-resolution DOA estimation algorithms
have been proposed, including the famous multiple signal classification (MUSIC) algorithm [5] and
estimating of signal parameter via rotational invariance techniques (ESPRIT) [6]. Early research on
these algorithms mostly stayed in one-dimensional (1D) array. Since 1D DOA estimation can only
provide 1D estimation information of incident wave, there are many defects in practical application, so
more and more researchers are engaged in the research of two-dimensional (2D) DOA estimation [7-22].
Among these research results, the 2D-MUSIC algorithm is one of the most classic algorithms in current
2D-DOA estimation research. This method can generate asymptotically unbiased estimation with high
accuracy and flexibility [7]. However, it needs to search for spectral peaks in 2D space, which is extremely
computationally intensive and difficult to meet the needs of practical application. The complexity of
this algorithm mainly focuses on two parts: eigenvalue decomposition (EVD) to obtain subspace and 2D
spectral peak search to obtain direction angle estimation. Thus, in order to reduce the computational
complexity, many algorithms use more concise methods to equate these two modules, such as: Wu et
al. [8] proposed a 2D propagator method (PM) algorithm without EVD. Strobach [9] proposed a 2D
ESPRIT algorithm without searching for spectral peaks. There are also some algorithms to reduce the
complexity of the algorithm by reducing the dimension of the 2D DOA estimation algorithm [10-13],
that is, using corresponding mathematical knowledge to simplify the 2D problem to the 1D level for
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processing. This way can also effectively improve the running speed of the algorithm. Although the
above algorithm has a great improvement in the calculation speed, complex array structure, difficult
implementation, and high cost in practical applications are not conducive to practical promotion.

Different from the single structure of a 1D DOA estimation array, the structure of a 2D DOA
estimation array is diverse and has an important impact on the estimation results. Among many array
structures, L-shaped array has attracted more and more attention due to its simple structure, easy
implementation, excellent estimation performance, and small Cramer-Rao bound (CRB) [14-16]. In
the research on L-shaped arrays, a PM algorithm using one or two L-shaped arrays is proposed in [17].
This algorithm solves the problem that the PM algorithm needs angle pairing under parallel arrays, and
the estimation will fail when the elevation angle is between 70° and 90°. However, this algorithm has
errors in the pairing of elevation angle and azimuth angle [18], and it was more difficult to implement
because it needed multiple arrays. In [19], a 2D DOA estimation method that can automatically perform
angle matching is proposed. A new steering vector is calculated by introducing synthetic angle, and
then the azimuth and elevation angles of the source are calculated. However, the algorithm needs
multiple angle search and EVD, which leads to the high complexity of the algorithm. Ref. [20] makes
full use of the cross-correlation information of x-axis and z-axis subarray received data to suppress
the background noise, thereby significantly enhancing the performance of DOA estimation. But the
algorithm must rely on a large enough number of snapshots. Ref. [21] proposed a reduced complexity
MUSIC (RC-MUSIC) algorithm based on unfolding coprime L-shaped array. This algorithm uses the
cross-correlation information of the received signals between two subarrays to convert the 2D peak search
into 1D search, which reduces the complexity of 2D-MUSIC algorithm, increases the array aperture,
and improves the estimation accuracy. However, when searching the 1D spectral peak, this algorithm
only uses a part of the total noise subspace as the noise subspace of the z-axis subarray. It limits the
further improvement of estimation accuracy. Like the algorithm proposed in [22], in order not to do
extra angle matching work, it is necessary to repeatedly search for spectral peaks, which increases the
complexity of the algorithm.

Based on the above analysis, the algorithm proposed in this paper makes full use of the particularity
of L-shaped array structure. And the 2D DOA estimation is converted into two 1D DOA estimates
by dimension reduction without quadratic optimization. The algorithm takes full advantage of the
covariance information of the whole array to construct the noise subspace, which reduces the algorithm
complexity and improves the estimation accuracy. Compared with 2D-MUSIC algorithm, the complexity
of the algorithm after dimension reduction has been greatly cut down. On this basis, using root-finding
method instead of 1D peak search can further improve the calculation speed and estimation accuracy
of the algorithm. Finally, the simulation experiment shows the effectiveness and practicability of the
proposed algorithm.

2. SIGNAL MODEL

The structure of L-shaped uniform array is shown in Fig. 1(a). There are M sensors (2M — 1 sensors
in total) on the x-axis and y-axis, respectively, and the sensor spacing is d = A\/2, where A is the signal
wavelength. Suppose that there are K (K < 2M —1) independent far-field narrow-band signals, incident
on the array plane at a 2D angle (6k, ¢r) (kK = 1,2,--- , K); 0 and ¢y, are the azimuth and elevation
angles of the kth incident source; 6y € [0,90°], ¢x € [0,90°]. ay and S are the included angles between
the kth target signal and z-axis and y-axis respectively, where oy, € [0,90°], B € [0,90°], as shown in
Fig. 1(b).

With the sensor at the origin as the reference point, the signal models received by z-axis and y-axis
can be expressed as

x(t) = Aq(0,9)S(t) + Na () (1)
y(t) = Ay(0,9)S(t) + Ny(1) (2)
where A,(0,¢) = [az(01,¢1), - ,a.(0k,dK)] is the manifold matrix of z-axis array, and
similarly, Ay(60,¢) = [ay(61,01), - ,ay(0Kk,¢K)] is the manifold matrix of y-axis array. S(t) =
[S1(t),S2(t),- - , Sk (t)]T is a complex source matrix, and S(t) € CX*L, where L represents the number

of sampling points. N, € CM*L and N, € CMXL are the complex vectors of noise received by the
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Figure 1. System model. (a) L-shaped uniform array, (b) signal incident on antenna array.

xr-axis and y-axis arrays respectively. It is assumed that the noise received by each sensor is additive
Gaussian white noise with the mean value of 0 and variance of o2. Also the noise is irrelevant to the
source S(t).

The steering vector of the kth target source is defined as

T
ay (O, or) = {Lexp <%> - exp (wl\flfl)} 3
b PM— T
ay Ok, ¢r) = [1,exp <El) e ,exp( L 1)] W
where wy, = j2rmcosO;singy, m=1,--- ,M — 1, pp, = j2rmsinfgsing, m=1,--- ;M — 2.

Combining x(¢) and y(¢), the received signal matrix can be constructed as
x(t) Az(0,0) } [ N (t) }
z(t) = S(t) +
=30 a,0.0) | 3O [ w0
the covariance matrix R of z(t) can be expressed as
R = E(z(t)2(t)") = A0, $)RsA (0,4) + Ry (6)

Since the sources are independent of each other, the source covariance matrix R is non-singular,
where Ry = 01 is the noise covariance matrix, and I € CM—DxL ig the identity matrix.
R is known as Hermite matrix, and its EVD can be expressed as

UH
o ] (7)

N

] = A(0,$)S(t) + N(t) = [ (5)

R=[Us Uyn ]A

where Ug is a signal subspace composed of eigenvectors corresponding to K large eigenvalues.
Correspondingly, Uy is a noise subspace composed of eigenvectors corresponding to 2M — K — 1 small
eigenvalues. A is a diagonal matrix composed of eigenvalues.

It should be noted that in practical application, the covariance matrix of the signal is approximated
by its sampling covariance matrix as

R - %Zz(tl)zH(tl) (8)

=1

It is known that under ideal conditions, the signal subspace and noise subspace are orthogonal to each
other [5], so Eq. (9) can be obtained by simultaneously right multiplying Uy on both sides of the equal
sign of (7)

0

RUy = | Ug UN}A[I

] =o’Uy (9)
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in combination with (6), (7), and (9), the following equation can be constructed
RUy = A(6,0)RsAT (0, ¢)Uy + 0*Uy = 0?Uy (10)
simplify (10) to
Since R is a non-singular matrix, that is, the determinant is not equal to zero, we can deduce
A" (9, ¢)Uy = 0, which indicates that each column vector of matrix A (6, ¢) is orthogonal to the noise
subspace
Ula0;,¢)=0 i=1,2,--- K (12)
through the above derivation, the spatial spectral function of 2D MUSIC algorithm can be denoted as

1
Pyp-music (0, ¢) = afl (0, 9)UnUXa(d, ¢)

where a(6, ¢) = [aL (6, ¢), aZ(Q, #)]T, and K target signals can be obtained by performing a 2D spectral

peak search on (13).

(13)

3. IMPROVED DOA ESTIMATION METHODS

The classical 2D-MUSIC algorithm requires complex 2D spectral peak search. It also makes insufficient
use of the noise subspace information of the whole array. Therefore, in this section, firstly, a reduced-
dimension (RD) MUSIC algorithm is proposed to reduce the complexity and improve the estimation
accuracy. Instead of 1D search, a root-finding algorithm is proposed to further reduce the algorithm
complexity.

3.1. Proposed RD-MUSIC Algorithm

Among many 2D DOA estimation arrays, due to the particularity of the L-shaped array structure, it can
be decomposed into two uniform linear arrays on the basis of its array structure. 1D DOA estimation is
performed on «y and S, respectively. As can be seen from the geometric relationship shown in Fig. 1(b)

(14)

Uy, = Cos oy, = cos O, sin ¢y,
v = €08 [, = sin O sin ¢y,

the estimated value of wuy is obtained by using the received signal of the sensor on the z-axis; the
estimated value of vy is obtained by using the received signal of the sensor on the y-axis.
The steering vector represented by (3) and (4) can be rewritten as

T
a(uk) = |:17eXp <ﬂ> y© 1, €XP (wM_l):| (15)
d d
T
a(vg) = [1,exp (%) o, €Xp (p]\;[l_l)} (16)
then the manifold matrices of the array on the z-axis and y-axis are A(u) = [a(u1),---,a(ux)| and

A(v) = [a(v1),- - ,a(vk)], respectively.
X-axis and y-axis array covariance matrices Rx and Ry can be decomposed into two spaces,
namely

Ry = Ux Zx,UY, + Ux,Bx, U, (17)
Ry = Uy, By, Ul + Uy, By, U{, (18)
where ¥ x and Xy, are diagonal matrices composed of K large eigenvalues of Rx and Ry, respectively;
Y x, and Xy, are diagonal matrices composed of M — K small eigenvalues of Rx and Ry, respectively.

From the orthogonal relationship between noise eigenvector and signal direction vector, the
following array spatial spectral function can be obtained

1
) = O O au)

ue (0,1) (19)
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and the estimated value 4y, (k = 1,2,--- , K) of uj can be obtained through spectral peak search. Then
put a(ty) as a constraint condition into the following spatial spectral function, the estimated value
of vy corresponding to 4 can be obtained

f(v) = !

[ oo [ ]

Obtain the automatically paired uy and vy through (19) and (20), then the estimated values of the
azimuth and elevation angles can be expressed as

0, = arctan(oy/ay) (21)
¢, = arcsin(u? + v7)'/? (22)

v e (0,1) (20)

3.2. Proposed Root-RD-MUSIC Algorithm

The above method still needs to perform 1D search, and the specific calculation amount is related to the
search accuracy. Therefore, in order to further improve the estimation speed, the root-finding method
with less calculation can be used to replace the search method.

Combining (14), define

z1 = exp(j2ndcosa/N) (23)
29 = exp(j2rdcos B/N)
and the steering vector can be rewritten as
T
a(a) = [1,21,-~- ,z{vj_l} =a(z) (24)
T
a(ﬁ) = |:17227"' 7zéw_1:| - a(ZQ) (25)

the zeros of the denominator in the spectral peak search function can be found by using the orthogonality

of the noise eigenvector and the signal steering vector. To eliminate a and 3, one can replace af! (@)
with 2} 1al(z7!) and a’’(8) with 20/~ 'aT (2;}), i.e.,
f(z1) = 2" "al (27 ) Ux, UK a(21) = 0 (26)
fz2) = 2" 'al (23 )Uy, U a(z2) = 0 (27)

where f(z1) and f(z2) are polynomials of degree 2(M — 1), that is, they each has M — 1 pairs of
roots, and each pair of roots is mirror symmetry (conjugate symmetry) with respect to the unit circle.
Theoretically, K roots are just distributed on the unit circle. In practice, due to the influence of noise

and other factors, solve Equations (26) and (27), and take the K roots z; = [Z11, 212, -+, Z1k] and
Zo = %21, 222, -+ , Z2K’] whose absolute values are closest to the unit circle, respectively, so as to obtain
the estimates of cos o and cos G
cos & = angle(21;)/2nd (28)
cos By, = angle(Zok)/2md (29)

Since the estimates of o and S are obtained from the x and y axes, respectively, the corresponding

ap and Bk need to be paired. In this regard, the maximum likelihood estimation method is used in this
paper, and the cost function is defined as

V = argmin log(AHPﬁA) (30)

where A = [A(a) A(B)]7, Pﬁ = Loy — AAT represents the projection matrix orthogonal to the

spanning space of A, and A = [A(&) A(3)]T is the estimation of the direction matrix constructed
from the estimated values obtained in (28) and (29). Arbitrarily fixing one of the estimated values can
obtain another estimated value paired with it. Might as well make the estimated value cos &y, fixed,
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then cos 3, has K! kinds of combinations. The combination with the minimum value calculated in (30)
is the correct pairing. Then the estimated values of azimuth and elevation can be obtained as

0, = arctan(cos f;/ cos ay) (31)
¢ = arcsin(cos? @y, + cos? ;)12 (32)
where cos f3; (i=1,---,K) is the ith element that matches the kth cos dy.

4. PERFORMANCE ANALYSIS

4.1. Complexity Analysis

This section will calculate and compare the computational complexity of RD-MUSIC and root-RD-
MUSIC proposed in this paper with the known RC-MUSIC [21] and 2D-MUSIC algorithm under L-
shaped uniform array according to the previous analysis and [11, 13, 21].

The computation of 2D-MUSIC algorithm is mainly concentrated in three parts: 1) calculating the
covariance matrix needs O{(2M — 1)2L}; 2) EVD requires O{(2M — 1)3}; 3) spectral peak search costs
O{J?[(2M —1)?(2M —1— K)]}. J is the number of searching grids, i.e., the product of the search range
and the reciprocal of the search step.

The complexity of RC-MUSIC algorithm also focuses on the above three parts, which are
O{(2M?L}, O{2M?3}, and O{(J, + K J,)[(2M —1)?(2M — 1 — K)]}, respectively, so does the proposed
RD-MUSIC algorithm, which are as follows: O{M?L + (2M — 1)2L}, O{M?® + (2M — 1)3}, and
O{J [M*(M — K)| + KJ,[(2M — 1)2(2M — 1 — K)]}. J, and J, are the search grids of u and v,
respectively.

Finally, the calculation complexity of root-RD-MUSIC algorithm is slightly different from the first
two algorithms. The first two parts are still calculating covariance matrix and EVD, and the complexity
is O{2M?L+2M?3}; the third part is polynomial root finding, which needs O{2(M?(M — K +1)+ M)+
(2(M —1))3}; the last part is the angle pairing, and the complexity is O{ K![(2M)?K +2M K2+ (2M)3]}.
Notably, the complexity of finding the root of polynomial is the third power of the highest order number
of polynomial.

The total computational complexity of different algorithms is shown in Table 1. Further, Fig. 2
shows the complexity comparison of the above algorithms under different M values, where K = 2,
L = 100. It clearly demonstrates that the complexity of the proposed RD-MUSIC algorithm is
far less than that of the 2D-MUSIC algorithm and improved compared with RC-MUSIC algorithm.
Moreover, the complexity of the root-RD-MUSIC algorithm is lower than that of the proposed RD-
MUSIC algorithm, which proves that the dimensional reduction algorithms proposed in this paper have
greatly improved the computational efficiency.

I root-RD-MUSIC
10* ¢ |l proposed RD-MUSIC
[CIRrc-musIC

I 2D-MUSIC

Complexity

Number of sensors

Figure 2. Comparison of the computational complexity with different M.
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Table 1. Computational complexity of different algorithms.

Algorithm Computational complexity
Proposed O{M?L + (2M — 1)2L + M3 + (2M — 1)3 + J,
RD-MUSIC [M?(M — K)]+ KJ,[(2M —1)>(2M — 1 — K)]}

O{2(M*(M — K+ L+1)+8(M —1)3+ M)
+K![(2M)2K + 2MK? + (2M)3]}

RC-MUSIC O{2M?L + 2M3 + (J, + KJ,)[(2M — 1)*(2M — 1 — K)]}

2D-MUSIC O{(2M — 1)2L + (2M — 1)3 + J?[(2M — 1)?(2M — 1 - K)|}

Root-RD-MUSIC

4.2. Cramer-Rao Bound

In the field of parameter estimation, scholars put forward Cramer-Rao bound (CRB) as a criterion to
compare the estimation performance. CRB is the lower limit of the variance of unbiased estimator,
that is, the variance of estimator can only be infinitely close to CRB but not lower than this limit.
The derivation of CRB in L-shaped uniform array is given below to evaluate the 2D DOA estimation
performance of the algorithms mentioned in this paper.

Denote the matrix A in (30) as A = [ay,--- ,ax], and aj is the kth column of matrix A. According
o [21] and [23], the CRB of an L-shaped uniform array can be expressed as

2 N —1
CRB = ;—L {Re [(DH ;D)o PT] } (33)
where D = [%a%f" a%a%,%,“-%], @ is Hadamard product, ITx = Iop —A(ATA)"1AH
5 [Rs Rs | 4 "
P=| . N Rg =S(t)S*(t)/L.
B R | Re=sws)

5. SIMULATION RESULTS

Assume that there are two mutually independent far-field narrowband signals (i.e., K = 2), which
are incident on the L-shaped array as shown in Fig. 1(a) at 2D angles of (01,¢1) = (30°,35°) and
(02, 2) = (80°,70°). Set the number of sensors as 2M — 1, the spacing between sensors as half
wavelength, and the number of search grids as J = J, = J, = 9 x 103. The number of Monte
Carlo experiments is N = 500, and the root mean square error (RMSE) of 2D DOA estimation can be
defined as

K N
1 1 . .
—— _ A 2 . 2
RMSE = 22>\ | 5 2 (O = 0) + (k5 = 0) (34)
k=1 j=1
where 0, and ¢y, are the real values of the azimuth and elevation angles of the target signal, respectively.
01,; and ¢y, ; are the estimated values of 6 and ¢, in the jth Monte Carlo experiment.

5.1. Scatter Figures

Figures 3(a) and (b) are scatter diagrams of the angle estimation values obtained through 500 Monte
Carlo experiments when the signal-to-noise ratios (SNRs) of the proposed RD-MUSIC and root-RD-
MUSIC algorithms are —5dB and 5dB, respectively, where M = 8 and L = 200. As shown in the
figure, it can be seen that both algorithms can effectively estimate the azimuth and elevation angles of
the target signal, no matter in low SNR or high SNR. Besides, with the increase of SNR, the accuracy
of algorithm estimation is obviously improved, that is, the range of scatter distribution approaches to
one point.
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Figure 3. Angle estimation scatter plot, (a) proposed RD-MUSIC, (b) root-RD-MUSIC.

5.2. RMSE Performance Comparison Results versus Snapshot

Figures 4(a) and (b) show the curves of RMSE of the proposed RD-MUSIC and root-RD-MUSIC
algorithms changing with the SNR under different snapshot numbers, respectively. Set the number of
snapshots L to increase from 100 to 400 at intervals of 100, and the SNR to increase from 0dB to 25dB
at intervals of 5dB. The number of sensors is 15, i.e., M = 8. It can be clearly seen from the figure
that as the SNR and the number of snapshots increase, the RMSE of the 2D angle estimates obtained
by the two algorithms decreases, that is, the estimation performance increases.

. T : 10°; T T
—*—L=100| | ——L=100
—4—1L=200| 1 — A 12200

L=300 L=300

RMSE/degree
RMSE/degree
S

10—2 1 I 1 I I L 1 L I l 10—2

SNR/dB SNR/dB
(a) (b)

Figure 4. RMSE performance versus snapshot, (a) proposed RD-MUSIC, (b) root-RD-MUSIC.

5.3. RMSE Performance Comparison Results versus Sensor

Figures 5(a) and (b) show the curves of RMSE of the two algorithms proposed in this paper with the
change of SNR under different numbers of sensors. Set the value of M to increase from 6 to 10 at
intervals of 1, L = 200, and the value of SNR is the same as the last experiment. Because the feedbacks
given by different sensors are independent of each other, the more the sensors are, the higher the gain
of the antenna array may be. It can also be seen from Fig. 5 that under the same SNR, the higher the
number of sensors is, the higher the angle estimation accuracy of the algorithm is. However, in practical
application, excessive number of sensors will increase cost and computation hugely, so it is enough to
select an appropriate value to achieve the required accuracy.
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Figure 5. RMSE performance versus sensor, (a) proposed RD-MUSIC, (b) root-RD-MUSIC.

5.4. Estimation Performance Comparison of Different Algorithms

Under L-shaped uniform array, Fig. 6 compares the performance of the proposed RD-MUSIC and
root-RD-MUSIC algorithms with 2D-MUSIC algorithm, RC-MUSIC algorithm, and known RD-MUSIC
algorithm. In Fig. 6(a), M = 8, L = 200, SNR increases from —5dB to 20dB at intervals of 5dB. And
M =8, L = 50,100,200, 300,400,500, SNR = 10dB in Fig. 6(b). As shown in the figure, the decline
rate of RMSE of RC-MUSIC algorithm slows down with the increase of SNR and snapshot number.
However, the accuracy of angle estimation of the proposed RD-MUSIC algorithm is always close to
CRB, which is better than other methods. Secondly, the estimation accuracy of the proposed root-
RD-MUSIC algorithm is higher than that of the RD-MUSIC algorithm. At the same time, it has
lower computation. Compared with 2D-MUSIC algorithm, although the estimation accuracy is slightly
lower, considering the influence of algorithm complexity, the overall performance of root-RD-MUSIC
algorithm is still higher than 2D-MUSIC algorithm under appropriate accuracy requirements. Moreover,
when SNR is greater than 0dB and L greater than 100, the estimation accuracy of root-RD-MUSIC
is greater than that of RC-MUSIC. It can be seen from Fig. 6(b) that with the increase of snapshot
number, RMSE decreases gradually. Considering the positive correlation between snapshot number and
algorithm computation, the value of snapshot number is not the larger the better, so it is only necessary
to select an appropriate value to achieve the required estimation accuracy.

RMSE/degree

—#—root-RD-MUSIC
—+—proposed RD-MUSIC
CRB

102"

SNR/dB

(a)

20

RMSE/degree

= 2D-MUSIC 100 —+—2D-MUSIC
—&—RC-MUSIC —&—RC-MUSIC
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—+—proposed RD-MUSIC
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Figure 6. Comparison of RMSE performance of different algorithms, (a) L = 200, (b) SNR = 10dB.
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6. CONCLUSIONS

In this paper, taking advantage of the structural particularity of L-shaped array in 2D DOA estimation
array, a low complexity and high estimation accuracy algorithm which can realize automatic angle
pairing is proposed. In order to improve the running efficiency, the proposed algorithms reduce the
2D spectral peak search to 1D search, which greatly reduces the complexity of the algorithm. At
the same time, the covariance information of the received data is fully utilized to construct the total
noise subspace to estimate the elevation angle, which improves the estimation accuracy and realizes
the automatic matching of angles. In order to further reduce the complexity, a polynomial root finding
method is proposed instead of 1D spectral peak search. Although the estimation accuracy decreases
slightly, the efficiency of the algorithm is significantly improved. In addition, the CRB of L-shape
uniform array is deduced in this paper. Finally, the simulation results show that the complexity of this
algorithm is much lower than that of 2D-MUSIC algorithm, and the estimation accuracy is higher.
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