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Abstract—Since massive multiple-input multiple-output (MIMO) array and beamforming significantly
improve spectrum efficiency, where beamforming adapts the radiation pattern of the massive array, most
previous studies focus on the MIMO beamforming optimization problem to maximize the utility of the
system by assuming that a massive array consists of an isotropic antenna. This research work was
conducted to investigate the beamforming optimization problem with practical elements in a MIMO
array. By inserting the effect of a practical antenna array gain in the channel model, the impact of
array elements feeding on the beamforming optimization problem could be illustrated. Furthermore, the
beamforming optimization, non-convex issue, is reformulated to synonymous convex optimization issue,
through a weighted minimum mean square error (WMMSE) technique. Consequently, a conformal array
(CfA) with a half wavelength dipole element is proposed at the base station (BS). The simulation results
display that the suggested WMMSE-beamforming technique performance with considering antenna
array gain effect can yield much better and accurate system performance than the other algorithms.
Eventually, to analyze the impact of array gain on the optimization problem solution in addition to boot
the network capacity, a curl antenna array in octagonal prism geometry is created. The curl antenna is
circularly polarized and has a high gain compared to the half-wavelength dipole.

1. INTRODUCTION

The fifth-generation (5G) cellular communication systems have been assisted by technologies that
produce significant improvements in cell throughput. Massive multiple-input multiple-output (MIMO),
where a base station (BS) utilizing a huge number of antennas simultaneously serves many users using
the same time-frequency resource, is one of the major technologies for a 5G system [1–4]. The antenna
array enables an increase in the capacity of the wireless system by successfully reducing multipath fading
and channel interference. This will be realized by concentrating signal radiation only in the anticipated
direction and modifying such radiation according to the signal surroundings or traffic situations using
beamforming techniques. In wireless systems, receiving and transmitting beamforming is applied to
signal transmission from BSs with multiple antennas to one or multiple pieces of user equipment that
should be covered. The objective of transmit beamforming is to maximize each user’s received signal
power while minimizing the interference signal power from the other users, hence increasing capacity.
This can be achieved by transmitting the same signal from all transmitters with different amplitudes and
phases. These multiple versions of the transmitted signal will pass through different MIMO channels,
such that they are added constructively to the desirable users and destructively to other users [5–8].
Therefore, massive MIMO systems combined with beamforming antenna array technologies are expected
to play a key role in 5G wireless systems. Based on the literature review, several studies have been
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applied on how to optimize the receive and/or transmit beamforming vectors optimization with different
constraints. Some objective functions of the optimization problem are treated in this research, like
system utility maximization and minimization of system transmission BS power. In [9], the authors use
the weighted minimum mean square error (WMMSE) technique to settle the system rate maximization
issue under the transmitted power of per-BS constrain with the splitting of the beamforming process
between the receiver and transmitter to raise the design simplicity of the user receiver. Furthermore,
a beamforming algorithm dependent on a group of three separate steps is proposed in [10] to settle
the issue of how to minimize the system power under two constraints: the receiver SINR and each BS
transmitted power. The WMMSE technique is applied in [11] to settle the system rate maximization
issue with two constraints, each on the BS transmitted power and capacity of the backhaul. This
WMMSE process is also utilized in [12] to procure an optimal settlement to minimize joint energy and
resource allocation problems with respect to the time task it takes to execute, transmit power, data
rates of the fronthaul, and computation capacity constraints.

The group-sparse optimization and the programming algorithms based on relaxed-integer are used
to optimize total energy minimization problem with three constraints which are downlink SINR for
each user, each BS transmitted power, and the power from each user [13]. The robust beamforming
approach is suggested for the total power minimization issue with threshold per-user mean square error
(MSE) [14]. Li et al. in [15] present the issue of how to maximize the total network utility under quality
of service (QoS) requirements, backhaul capacity, and load constraints. All these previous works did not
reflect the impact of antenna array geometry on the system performance. Therefore, [16, 17] consider
planar array (PA) geometry and uniform linear array (ULA) geometry per BS. But all these researches
still did not consolidate the per-antenna power which is a significant restraint in MIMO array network
practical realization. Therefore, a multiuser downlink MIMO system is used to investigate the issue of
receiving and transmitting beamforming vectors optimization to maximize the overall system achievable
rate. This optimization issue has been solved under some constraints like users’ QoS, the transmitted
power from each antenna, and total BS transmitted power. Furthermore, the impact of various array
geometries made up of isotropic antenna elements arranged at BS has been investigated [18]. On the
other hand, in [19] the authors strive to find the optimum solution of the downlink rate problem for a
single-cell massive MIMO system concerning the antennas number and power variables in the BS with
overall power and QoS requirements constraints. In [20, 21], the authors demonstrate that when an array
of various antenna elements is used, there is a significant difference in the gain radiation pattern. This
difference in gain pattern is produced by mutual coupling, edge effect, arrival angle, and the geometry of
the array. So, in this research, the massive MIMO channel model is modified with the impact of practical
antenna array gain. In addition, the received and transmitted beamformer optimization problems are
studied in a multiuser downlink MIMO system to maximize the system total rate with users’ QoS,
transmitted power by each antenna, and total transmitted power by BS constraints. Finally, the curl
antenna is designed at 2.6GHz to investigate the impact of antenna gain on system execution, where the
curl antenna has a higher gain than an ideal dipole antenna. Moreover, the curl antenna, a circularly
polarised antenna, is used to increase the system capacity. The following contributions are particularly
noteworthy:

(i) The channel model is modified to consider the practical antenna array gain.

(ii) Half-wavelength dipole elements that make up the conformal array geometry are suggested to be
structured at BS to decrease the interference inside the cell and concentrate the BS power towards
the specified users with high directivity, narrow beamwidth, and null of the level of side lobes.

(iii) AWMMSE procedure is suggested to settle the optimization issue of the transmitting and receiving
beamforming vectors. The link between the system total rate maximization issue and the weighted
MSE minimization issue is utilized to convert the constrained non-convex optimization issue into
a convex one.

(iv) The viability of the suggested array geometry gain variation on the suggested settlement to
calculate the receive and transmit beamforming vectors in addition to its relative performance
based on the previous work in [18] will be illustrated numerically. Specifically, conformal array
(CfA) geometry with the suggested settlement outperformed the previous solution in [18] concerning
consumed power by the system and overall system throughput.
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(v) For more improvement in intra-cell interference between the users, another practical antenna array
element is designed and studied. This antenna array element is a curl antenna where this antenna
is a circularly polarized one. Therefore, finally, the possibility of dividing the users’ parts into those
which receive vertically and others which connect horizontally with the BS is designed to raise the
system capacity.

This research is organized as follows. The system model is displayed in the second section. Section 3
introduces the design of the CfA geometry with two different antenna array elements and its steering
vectors. The problem formulation is produced in Section 4. Section 5 produces a settlement for
calculating the receiving and transmitting MIMO array beamforming vectors. Numerical results, in
addition to its discussions, are given in Section 6. Section 7 presents the conclusions.

The following notations are utilized throughout the paper. Lowercase bold letters are used for
vectors. However, upper bold letters are used for matrices. (·) represents element by element matrix
multiplications. R+ represents positive real domain. Furthermore, C is used for the complex domain.
The notation ∥ · ∥2 is used for the vector two-norm, while (·)H and (·)−1 refer to matrix conjugate
transpose and inverse of the matrix, respectively. E[·] notation refers to the expectation matrix and I
for the identity matrix. [·]ε,ε is used for the matrix (ε, ε) entry. | · | for both scalar absolute value and
the set cardinality, based on the situation. The scalar imaginary part and real part are represented as
Im(·) and Re(·), respectively.

2. SYSTEM MODEL

Assume a multiuser downlink MIMO system comprising k users and a single BS as displayed in Fig. 1.
In this model, each user requires a specific QoS concerning the needed SINR. The BS consists of Nt

transmitting antennas; however, all users have a single antenna. The all users index set is represented
as S = {1, 2, . . . , k} with cardinality k. The transmitted beamforming vector is wk ∈ CNt×1 that is
used by BS to transmit xk ∈ C with {E[|xk)|2] = 1} which is the data symbol to kth user, assuming
that BS transmits a single stream of data. The BS has been considered to transmit data streams that
are independent of their connected users simultaneously using the same frequency unit. The received
signal to user k from BS is expressed as follows.

yk = Hk ·Hant
k wkxk +

∑
i ̸=k,i∈S

Hk ·Hant
k wixi + nk (1)

Figure 1. Downlink multiuser massive MIMO system model.
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where yk ∈ CNr×1 is the received signal vector at user K; Hk ∈ CNr×Nt represents the channel matrix
between user k and BS; Hant

k is the channel matrix of antenna array; and nk ∈ CNr×1 is the additive
white Gaussian noise which has a mean equal to zero and variance σ2I. The second part of Eq. (1)
denotes the downlink interference inside the cell. The user k estimated symbol x̂k at its receiver can be
as [18]:

x̂k = uH
k yk (2)

where uk ∈ CNr×1 is the vector of received beamforming at user k. The downlink received signal to
interference and noise ratio (SINR) at user k can be represented as follows:

SINRk =

∣∣uH
k Hk ·Hant

k wk

∣∣2
σ2∥uk∥22 +

∑
i ̸=k,i∈S

∣∣uH
k Hk ·Hant

k wi

∣∣2 (3)

Then achievable rate of each user K can be represented as:

Rk = B log2(1 + SINRk) (4)

where B represents the bandwidth of the wireless channel. Assume that the transmitter has perfect
channel state information (CSI), which is calculated by exploiting the reciprocity concept between
downlink and uplink channels, considering that time-division duplex has been used [22]. Saleh-
Valenzuela geometric channel model for a small number of clusters has been widely used in the case of
small-scale fast fading [23–25]. This channel model is non-selective in both time and frequency, which
concentrates only on spatial sides, referencing a frequency-flat fading channel as follows [23–25]:

Hk =
αk√
CkLk

Ck∑
c=1

Lk∑
l=1

ξkclar(θ
k
cl, φ

k
cl)at(θ

BS
cl , φ

BS
cl )H (5)

where αk represents the large-scale channel gain reasoned by shadow fading and path loss between user k
and BS, and Ck represents the main path cluster number from BS to user k. Each cluster C is composed
of Lk sub-paths, and there is a complex small-scale fading gain represented as ξkcl for any sub-path l.

This gain has been modelled by complex Gaussian distribution [23, 24]. The vector ar(θ
k
cl, φ

k
cl) is the

vector of receiving response at the azimuth and elevation arrival angles (φk
cl, θ

k
cl) of sub-path l in cluster

c at user k. In addition, the vector at(θ
BS
cl , φ

BS
cl )H represents the transmitter steering vector at azimuth

and elevation angles of the receiver (φk
cl, θ

k
cl) of subpath l in cluster c at BS. On the other hand, the

antenna array channel matrix for user k can be represented according to [20] as:

Hant
k =

Ck∑
c=1

Lk∑
l=1

G(θkcl, φ
k
cl) (6)

where G(θkcl, φ
k
cl) is the diagonal matrix of antenna array gain pattern. This diagonal matrix represents

the different active antenna patterns from different arrival angles for each antenna element caused by
the mutual coupling, edge, and center effects which are represented as:

G(θkcl, φ
k
cl) = diag(

√
g1(θkcl, φ

k
cl),
√

g2(θkcl, φ
k
cl), . . . ,

√
gNt(θ

k
cl, φ

k
cl)) (7)

where gi(θ
k
cl, φ

k
cl), ∀i = 1, 2, . . . , Nt, represents the gain of element number i in the array according to

the location of user k (θKandφK).

3. ANTENNA ARRAY ELEMENTS AND THE ARRAY GEOMETRY
CONFIGURATION

In this section, two different antenna array elements are presented. In addition, the conformal array
geometries consisting of these elements are configured, and their steering vectors are derived.
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3.1. Antenna Element

A half-wavelength dipole is the first one where this element has linear polarization and an
omnidirectional antenna with a dimension of about 51.3 × 2mm. The other one is a curl antenna,
which is a circularly polarized and directional antenna [26, 27]. A curved copper tube with a radius
rc = 0.00711λ2.6GHz and length l = 1.4λ2.6GHz has been used to create the curl antenna. This curved
copper has been wounded into about one turn with radius rw(ϕ) and mounted above a circular ground
plane with radius rg = 0.33λ2.6GHz at a height h = 0.15λ2.6GHz. The curl starts at ϕst = 6π and ends
at ϕen = 26.3 rad.

Figure 2 depicts a comparison of these two different elements concerning return loss, antenna gain,
axial ratio, and radiation efficiency. Fig. 2(a) depicts that the half-wavelength dipole is a narrow band
antenna at 2.6GHz, but the curl antenna is a wideband antenna. As shown in Fig. 2(b), the curl
antenna gain is four times that of the half-wavelength dipole gain. Furthermore, the axial ratio of the
curl antenna is less than 3 dB around 2.6GHz with an approximately 500MHz band, counter to the
half-wavelength dipole which is linearly polarized (Fig. 2(c)). Moreover, the curl antenna is less efficient
than a half-wavelength antenna by 5% at 2.6GHz as depicted in Fig. 2(d).

(a) return loss (b) Antenna realized gain vs frequency at yz-plane with = 0

(c) axial ratio (d) Antenna radiation efficiency

Figure 2. Comparison between half-wavelength dipole and curl antenna with respect to (a) return
loss, (b) realized gain, (c) axial ratio, (d) antenna radiation efficiency.

Figure 3 presents the directional antenna, curl antenna and omnidirectional antenna, half-
wavelength dipole, 3D radiation patterns at 2.6GHz.
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(a) Curl antenna (b) Half-wavelength dipole

Figure 3. Radiation pattern (a) curl antenna, and (b) half-wavelength dipole at 2.6GHz.

3.2. Antenna Array Geometry

The considered antenna elements have been used as the MIMO array elements in the conformal geometry.
The conformal geometry has been chosen based on some previous studies. It is concluded that the
CfA geometry achieved much higher system throughput than the uniform planar array, circular array,
conical array, and uniform planar circular array. M = 32 identical antenna elements with a 1mm gap
per antenna. In this geometry, M = MyzMx where in this geometry the elements are located on a
cylindrical style with Myz = 8 and Mx = 4 elements as shown in Fig. 4. In [28], the CfA steering vector

(a) (b)

Figure 4. Design of conformal array geometry with antenna element (a) half wavelength dipole (b)
curl antenna.
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can be reformulated as in Eq. (8) in the state of the far-field region.

aCfA(θk, φk) = [ejβ(RCfA cos 1−Myz cos θ+RCfA sin 1−Myz sin θ sinφ+(Mx−1)(dν/2) sin θ cosφ)

, . . . , e
jβ(RCfA cosφCfA

Myz
cos θ+RCfA sinφCfA

Myz
sin θ sinφ+(Mx+1−2mx)(dν/2) sin θ cosφ)

, . . . , ejβ(RCfA cosMyz−1 cos θ+RCfA sinMyz−1 sin θ sinφ+(1−Mx)(dν/2) sin θ cosφ)]T (8)

RCfA is the CfA radius while dν is the vertical plane element spacing. dν = d in our design.

φCfA
myz = (2myz − 1 −Myz)∆θ∆φ/2 is the angular location of mth

xy element on xy-plane, and ∆θ∆φ is
the interelement spacing in the yz-plane. 1 ≤ myz ≤ Myz denotes the antenna element number in the
yz-plane. Index 1 ≤ mx ≤ Mx refers to the antenna element number on x-axis. The two suggested
antenna array geometries were created using the CST microwave studio (CST MWS) (see Fig. 4). The
estimation of mutual coupling among the array geometries elements can be given from the S-parameters
for both elements in the center and edge of the array, as displayed in Fig. 5. Elements 13 and 14 are
chosen for the center and elements 31 and 32 for the edge. The curl CfA has a less mutual coupling
effect between its elements than the half-wavelength dipole at 2.6GHz by approximately 7 dB, because
the curl antenna is a directional radiation pattern antenna other than half-wavelength dipole, which is
omnidirectional.

(a) (b)

Figure 5. The return and insertion loss for conformal array geometries consists of half wavelength
dipole and curl antenna elements, (a) return loss, (b) insertion loss.

4. PROBLEM FORMULATION

In this work, the issue of interest is to jointly optimize the beamforming vector of transmission
while maximizing the total system rate subject to the QoS requirement of each user. The maximum
transmitting power per antenna element and the total transmitted power from the antenna are also
considered. The optimization issue can be subedited as:

maxwk,uk|k∈S
∑
k∈∫

UFk(Rk) (9)

subject to

SINRk ≤ γk ∀k ∈ S (9a)∑
k∈S

∥wk∥22 ≤ Pmax (9b)[∑
k∈S

wkw
H
k

]
nt,nt

≤ Pnt
max ∀nt (9c)
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where UFk(Rk) represents the utility function for user k, and γk denotes the user k target SINR.
The quantity Pmax is the maximum power available to transmit from the BS, while Pnt

max is the
maximum power available transmit from the transmitted antenna nt. where UFk(Rk) = log(Rk) is
the logarithmical utility function used widely in network optimization problems. This utility function
has been applied to get acceptable fairness among all users [29].

5. BEAMFORMING VECTORS OPTIMIZATION SETTLING

In this research section, the beamforming solution for the formulated optimization problem is provided.
Since the formulated optimization problem in Eq. (9) is non-convex, the WMMSE technique is applied
to convert the problem into a convex one. After that, the Block Coordinate Descent (BCD) approach
is applied to reach a stationary point and decide the receive and transmit beamforming vectors. In this
manner, a local optimal settlement can be achieved by tackling the weighted sum MSE minimization
issue. That is equivalent to the overall system achievable rate maximization issue in Eq. (9) [9]. For
user k the MSE between the estimated symbol x̂k and the transmitted data symbol xk at the receiver
can be tallied as:

ek = E
[
|x̂k − xk|2

]
= uH

k

(
σ2I+

∑
i∈S

Hk ·Hant
k wiw

H
i

(
Hk ·Hant

k

)H)
uk − 2Re(uH

k Hk ·Hant
k wk) + 1 (10)

where the logarithmic utility function stated in Eq. (9) is increased and strictly concave function, so that
the cost function Costk(·) = −UFk(− log2(·)) is also strictly concave [9]. So, the considered optimization
issue can be converted to the next form:

minwk,uk,tk|k∈S
∑
k∈∫

(tkek + Costk(δk(tk))− tkδk(tk)) (11)

subject to

SINRk ≤ γk, ∀k ∈ S (11a)∑
k∈S

∥wk∥22 ≤ Pmax (11b)[∑
k∈S

wkw
H
k

]
nt,nt

≤ Pnt
max, ∀nt (11c)

where tk represents the user k weight of MSE, and δk(·) denotes the map of gradient ∂Costk(ek)(∂ek)
inverse. Because of tuning the wk phase such that uHk Hk ·Hant

k wk is positive and real which does not
affect the issue (11) [30], the constraints stated in Eq. (11a) can be reformulated as a second-order cone
(SOC) constraints as in [30] as see in Eq. (12).√

σ2∥uk∥22 +
∑
i∈S

∣∣uH
k Hk ·Hant

k

∣∣2 ≤

√
1 +

1

γk
Re
(
uH
k Hk ·Hant

k wk

)
∀k ∈ S (12)

After that, the reformulated issue can be revised as follows:

minwk,uk,tk|k∈S
∑
k∈S

(tkek + Costk(δk(tk))− tkδk(tk)) (13)

subject to

σ2∥uk∥22 +
∑
i∈S

∣∣uH
k Hk ·Hant

k

∣∣2 ≤
(
1+

1

γk

) ∣∣uH
k Hk ·Hant

k wk

∣∣2 ∀k ∈ S (13a)

uH
k Hk ·Hant

k wk ≥ 0 ∀k ∈ S (13b)
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Im
(
uH
k Hk ·Hant

k wk

)
= 0 ∀k ∈ S (13c)∑

k∈S
∥wk∥22 ≤ Pmax (13d)[∑

k∈S
wkw

H
k

]
nt,nt

≤ Pnt
max, ∀nt (13e)

The optimization problem in Eq. ((13)) is convex regarding all variables of individual optimization,
wk, uk, and tk whereas saving other variables settles. Then, the BCD approach [14] has been used to
settle Eq. ((13)) through the following procedures:

(1) The optimal uk under constant wk and tk has been acquired by applying the MMSE approach
receiver as:

u∗
k =

(
σ2I+

∑
i∈S

Hk ·Hant
k wiw

H
i

(
Hk ·Hant

k

)H)−1

Hk ·Hant
k wk (14)

(2) For constant uk and wk, the optimal value of the MSE weight tk is calculated by

t∗k =
∂Costk(ek)

∂ek

=
e−1
k

log2 ek
∀k ∈ S (15)

(3) For specific uk and tk, the optimal transmitted beamformer wk can be tallied by settling the
following quadratic programming constrained issue:

min
wk|k∈S

∑
k∈S

wH
k

(∑
i∈S

ti(Hi ·Hant
i )Huiu

H
i Hi ·Hant

i

)
wk − 2

∑
k∈S

tkRe
(
uH
k Hk ·Hant

k wk

)
(16)

subject to: same Eq. (13) constraints

Because of the function’s convex quadratic property in Eq. (16), the constraints in Eqs. (13a)–(13c)
are convex SOC. Furthermore, Eqs. (13d) and (13e) are convex quadratic constraints. So the issue in
Eq. (16) represents convex optimization issue with zero duality gap between between dual optimum and
primal optimum [31]. Thus, closed form settling can be occupied by applying the Lagrange multipliers
approach. Let µ = µ1, µ2, . . . , µK and ρ = ρ1, ρ2, . . . , ρNt represent vectors of Lagrange multiplier
correlated with constraints in Eqs. (13a) and (13e), respectively. Also, ρo denotes the multiplier
correlated with the constraint in Eq. (13d). After that, the problem’s Eq. (16) Lagrangian function
is presented as in Eq. (17) below.

L(wk, µ, ρ, ρo) =
∑
k∈S

wH
k

(∑
i∈S

ti
(
Hi ·Hant

i

)H
uiu

H
i Hi ·Hant

i

)
wk−2

∑
k∈S

tkRe
(
uH
k Hk ·Hant

k wk

)
−
∑
k∈S

(
wH

k

(
γ−1k µk

(
Hk ·Hant

k

)H
uku

H
k Hk ·Hant

k

−
∑

i ̸=k,i∈S
µi
(
Hi ·Hant

i

)H
uiu

H
i Hi ·Hant

i

)
wk−µkσ2∥uk∥22

)

+ρo

(∑
k∈S

wH
k wk−Pmax

)
+
∑
k∈S

wH
k ψwk−

nt∑
nt=1

ρntP
nt
max (17)

ψ = diag(ρ1, ρ2, . . . , ρnt) (18)
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By applying the optimal condition of first-order [31], the optimal transmitted beamforming vector
wk can be calculated by Eq. (19) below. Furthermore, the following equations enable us to calculate
the optimum multipliers, by applying a gradient method.

w∗
k = tk

(∑
k∈S

tk(Hk ·Hant
k )Huku

H
k Hk ·Hant

k − γ−1
k µkH

H
k uku

H
k Hk ·Hant

k

+
∑

i ̸=k,i∈S
µi(Hi ·Hant

i )Huiu
H
i Hi ·Hant

i +ψ + ρoI

−1

(Hk ·Hant
k )Huk (19)

µ
(t+1)
k =

[
µtk + b(t)

(
σ2∥uk∥22 +

∑
k∈S

|uH
k Hk ·Hant

k wi|2
)

−
(
1 +

1

γk
|uH

k Hk ·Hant
k wk|2

)]+
(20)

ρ(t+1)
o =

[
ρto + b(t)

(∑
k∈S

∥wk∥22 −Pmax

)]+
(21)

ρ(t+1)
nt

=

ρtnt
+ b(t)

[∑
k∈S

wkw
H
k

]
nt,nt

− Pnt
max

+

(22)

where t is the index of iteration, and b(t) represents the step size. [·]+ denotes a projection on the set
of R+. The algorithm (1) summarizes the solution steps of WMMSE-based. Note that g represents a
small constant applied for convergence problem, and tmax represents the maximum iterations number.
O(TKNt) is Algorithm (1) complexity of the computational [22], where T denotes the iteration number.

Algorithm 1

Initialize: t = 0, g = tmax, ρ
(0)
0 = 0, ρ

(0)
nt = 0, ∀nt, c = 0, t

(0)
k = 0, R

(0)
k = 0, w

(0)
k >∀k ∈ S.

Calculate the gain matrix from Eq. (7) after uniformly antenna array feeding.
Calculate the antenna channel matrix from Eq. (6).
Calculate the channel matrix from Eq. (5).
Repeat:
1: Run the CST-MWS through the MATLAB program;

2: Feed the designed antenna array elements on CST MWS by w
(t)
k ;

3: Extract the diagonal matrix array gain pattern as in Eq. (7) from the CST-MWS;
4: Stop the CST-MWS through the MATLAB program;
5: Calculate the Hant

k from Eq. (6) ;
6: Calculate the channel matrix Hk from Eq. (5);

7: Compute the optimal receive beamformer u
(t+1)
k from Eq. (16) under fixed w

(t)
k and t

(t)
k ;

8: Fix u
(t+1)
k and w

(t)
k , obtain the optimal MSE weight t

(t+1)
k by Eq. (15);

9: Update µ
(t)
k , ρ

(t+1)
o and ρ

(t+1)
nt according to Eqs. (20), (21), (22);

10: Obtain the optimal transmit beamformer w
(t+1)
k by using Eq. (19) under fixed u

(t+1)
k and t

(t+1)
k ;

11: Compute the achievable rate R
(t+1)
k by using Eq. (3) using u

(t+1)
k and w

(t+1)
k ;

12: Let t = t+ 1;

Untill |
∑
k∈S

log(R
(t)
k )−

∑
k∈S

log(R
(t−1)
k ) ≤ g, or t = tmax
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6. NUMERICAL RESULTS

In this section, the execution of the suggested beamforming settling is studied and numerically analyzed.
There are two metrics exploited in this research. The first one is system throughput, and the second one
is system power consumption. System throughput is calculated by summing all users k ∈ S achievable
rate as:

System Throughput =
∑
k∈S

Rk (23)

where the user k achievable rate Rk has been obtained using Eq. (4) as part of the optimized
beamforming vector wk. The single BS found at the center of a circular cell has a radius 1 km which
is considered to serve k users, where the users have been uniformly distributed over the cell coverage
area. Also, constraints on the rate of the users have been distributed uniformly in the range of 180 to
360 kbps, so the users’ equivalent target SINR values γk, ∀k ∈ S have been distributed from 1 to 3 dB
according to Eq. (5) [18]. Then, the path loss is calculated in dB [31] as:

PL(dk) = 40.74 + 10× n log10(dk) (24)

where dk represents the distance between user k and the BS in meters. n = 3 for non-line-of-sight
(NLOS) paths; however, n = 2 for line-of-sight (LOS) paths [31] where n denotes the exponent of
the path loss. The standard deviation of the shadowing is 6.8 dB and 4.1 dB for NLOS and LOS [31],
respectively. Assume that the complex small-scale fading gain ξkcl is distributed as CN(0, 1). All users

are assumed to have Ck = 1, where the arrival azimuth angle ϕkcl and departure azimuth angle ϕBS
cl of

each sub-path l in this main cluster path can be produced as wrapped Gaussians near the mean cluster
angles with a standard deviation of 30o. However, the arrival elevation angle θkcl and the departure

elevation angle θBS
cl have been suggested to have a standard deviation of 5O near the mean cluster

angles. The other used parameters in this research are stated in Table 1. The initial transmitted
beamforming vector wk(0) has been determined by applying the right singular matrices initialization
approach. Additionally, the acquired numerical results have been completed by averaging 500 runs,
where each run includes five realizations of small-scale channels.

Table 1. The values of the simulation parameters.

Parameter Value

k 24

Nt 32

σ2 −174 dBm/Hz

B 180Hz

Lk 10

f 2.6GHz

Pmax 43 dBm

g 0.001

tmax 200

Nr 1

The gain matrix has been directly extracted from the CST MWS. Therefore, the first step in our
optimization beamforming algorithm is the design of the array geometry on the CST. After that, the
CST and MATLAB link have been coded to extract the gain matrix based on antenna array feeding
through the calculated optimum transmitting beamforming weights through MATLAB as displayed in
Fig. 6.

Considering isotropic elements as usually proposed in previous work, it is clear that the system
throughput of our prosed model with a practical antenna is larger than the isotropic one provided in
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Figure 6. The proposed beamforming optimization algorithm flowchart.

the previous model by 1.8Mbps, in addition to its lower power consumption than the isotropic one, as
shown in Fig. 7.

For a fair comparison between our proposed beamforming solution and the previous beamforming
solution in [18], the conformal array geometry with half-wavelength dipole elements has been explored
in both solutions. As seen in Fig. 8, the proposed approach has a higher system throughput than
the solution in [18]. For example, there is an 80% probability of achieving system throughput of less
than or equal to 3.5Mbps using the proposed beamforming optimization solution. On the other hand,
the algorithm in [18] can achieve only less than or equal to 3.1Mbps system throughput for the same
probability.

Moreover, the suggested solution has the same power consumption as the solution in [18] which
is displayed in Fig. 9. The convergence of the optimization solution in the proposed algorithm is also
displayed in Fig. 10.

Another antenna array element has been presented to study the impact of the array gain on the
system performance. This element must be different from the half-wavelength dipole. So, the curl
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(a) (b) (c)

Figure 7. Effect of practical antenna array gain on system performance when CfA geometry (a)
cumulative distribution functions of system throughput, (b) cumulative distribution functions of system
power consumption, (c) number of iterations VS system throughput.

Figure 8. Comparison between the suggested
settling and algorithm in [18] with half wave-
length dipole CfA geometry at BS with respect
to the system throughput cumulative distribution
function.

Figure 9. Comparison between the suggested
settling and algorithm in [18] with half wave-
length dipole CfA geometry at the BS with respect
to Cumulative distribution function of system
power consumption.

Figure 10. Convergence of the suggested settling
and algorithm in [18].

Figure 11. Comparison between CfA with
half wavelength dipole and curl antenna elements
with respect to system throughput cumulative
distribution functions.
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Figure 12. Comparison between CfA with
half wavelength dipole and curl antenna elements
with respect to power consumption cumulative
distribution functions.

Figure 13. Comparison between CfA with
half wavelength dipole and curl antenna elements
with respect to iterations number VS system
throughput.

antenna has been used where the curl antenna has a larger gain than a half-wavelength dipole by four
times. In addition, the curl antenna is circularly polarized, unlike the half-wavelength dipole, which is
linearly polarized. Finally, the curl antenna is a directional antenna, but the half-wavelength dipole is
an omnidirectional one. Fig. 11 depicts a rapprochement between the system execution of the conformal
half-wavelength dipole array and the octagonal prism curl antenna array. The figure shows that the
overall system throughput of the conformal half-wavelength dipole array is less than the octagonal
prism curl antenna array. This can be explained by the higher gain of the curl antenna than the half-
wavelength dipole. As displayed in Fig. 11, the half wave-length dipole CfA has an 80% probability
to achieve system throughput less than or equal to 3.65Mbps. However, the curl CfA can achieve
only less than or equal to 4.1Mbps of system throughput for the same probability. Furthermore, CfA
curl has low power consumption compared to the CfA half-wavelength dipole, as displayed in Fig. 12.
Fig. 13 shows the algorithm convergence in which reasonable iteration numbers are needed to reach the
optimum transmitting beamforming vector.

As depicted above, the curl antenna has an advantage over a half-wavelength dipole in that it is a
circularly polarized antenna, so this feature can be utilized to decrease the interference between users
and maximize the overall system throughput. To show that, we consider four different transmission

(a) (b) (c)

Figure 14. Comparison between CfA curl antenna geometry if all users connected circularly polarized
(CP) or half of them connected vertical polarized (VP) and others connected horizontal polarized (HP)
with respect to (a) system throughput cumulative distribution functions, system power consumption
cumulative distribution functions, (c) iterations number VS system throughput.
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Figure 15. Locations of 24 user inside the cell in case of divided them 12 users vertical and 12 user
horizontal.

models among the users and the MIMO BS. In the first model, the antenna array channel matrix for
each k uses the circularly polarized (CP) gain matrix. On the other hand, in the second model, we divide
the users into halves using the vertically polarized (VP) gain matrix. The second half of users will use
the horizontally polarized (HP) gain matrix in the channel matrix of an antenna array. Models three
and four require that all users use either a vertically or horizontally gain matrix in the channel model
calculations. From Fig. 14, it can be concluded that the division model has 1Mbps system throughput
more than model one where the user uses the total gain. Moreover, it consumed more power with a
maximum number of iterations than the first model. On the other hand, the division model enables us
to raise the system capacity with a slight minimization in the overall system throughput.

Figure 15 shows the methodology that has been followed to divide users in model 2. If the users are
very close to each other, we select one user to receive vertically and the other one to receive horizontally
to decrease the interference between them.

7. CONCLUSIONS

In this research, the massive MIMO channel model is modified to consider the practical variation in
antenna gain in the beamforming solution. Furthermore, the issue of beamforming optimization with
maximizing the overall system achievable rate in a multiuser downlink MIMO system, subject to the
needed QoS for each user, the transmitted power from each antenna, and total BS transmitted power
constraints, is considered. To handle this non-convex issue, a WMMSE-based approach is suggested,
where the relationship between the overall system achievable rate maximization issue and the weighted
sum MSE minimization issue is exploited, to convert this issue into a convex optimization issue. Then
the receiving and transmitting beamforming vectors are calculated using the BCD approach, where each
time in array feeding, the weights are used to calculate the practical array gain. To get beamforming
towards the required users with high directivity, narrow beamwidth, and small side lobe level, the CfA
geometry with half-wavelength dipole elements is proposed, and its steering vector is designed. The
numerical and simulation display that the CfA using the suggested settling can outperform the CfA with
another comparable algorithm concerning system power consumption and system throughput. However,
another suggested antenna array element, the curl antenna, has been designed to cover 2.6GHz. This
curl antenna provides a higher gain than a half-wavelength dipole. So the curl array has proved to have
better performance than the half-wavelength dipole, with respect to system throughput and system
power consumption. Furthermore, this curl antenna, a circularly polarized antenna, can be exploited
to decrease the interference and increase the overall system throughput. Therefore, the effect of various
criteria of user connection with the BS is studied and evaluated.
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