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Abstract—A portable 4D snapshot hyperspectral imager (P4DS imager) with compact size, fast
imaging time, low cost, and simple design is proposed and demonstrated. The key components of
the system are a projector, a liquid crystal tunable filter (LCTF), and a camera. It has two operating
modes depending on the set state of the LCTF: a 3D light measurement mode that produces a 3D
point cloud reconstruction of an object and a hyperspectral imaging mode yielding spectral data. The
camera imaging plane is the same for both operating modes allowing the collected spatial and spectral
data to be directly fused into a 4D data set without post-processing. The P4DS imager has excellent
performance with a spectral resolution of 10 nm, a spatial depth accuracy of 55.7µm, and a total 4D
imaging time of 0.8 s. 4D imaging experiments of three different samples, namely, a colored figurine,
green broccoli, and a human face, are presented to demonstrate the efficiency and applicability of the
system. Due to being cost-effective, portable, and good imaging performance, the proposed system is
suitable for commercialization and mass production.

1. INTRODUCTION

Hyperspectral imaging (HSI) is a powerful technology for molecular identification [1]. Using HSI,
spectral information such as wavelength-dependent optical absorption intensity, I, can be recorded and
assigned to a specific spatial location, i.e., to a corresponding pixel (x, y) in a two-dimensional (2D)
image, generating a corresponding hyperspectral cube (x, y, I) [2, 3]. Due to its ability to spatially
discriminate physicochemical properties with high accuracy, HSI has a broad range of application
areas, e.g., quality control of food products [4, 5], geological remote sensing [6, 7], measurement of
skin conditions [8, 9], and in a variety of biology studies [10, 11]. Depending on the scanning mode,
common methods for HSI data acquisition can be categorized into three types: point-scanning [12],
line-scanning [13], plane-scanning [14]. Among them, plane-scanning imagers, which typically use filters
as the dispersive element, can capture multiple spectral images at one time. This type of hyperspectral
imagers usually have a faster frame rate and perform well in multi-sensors systems [15–18].

Three-dimensional (3D) surface imaging can provide detailed depth information of the object under
measurement, reflecting size, depth, detailed texture, and microscopic defects. Based on the optical
imaging principle of choice, 3D imaging techniques can be classified into categories such as binocular
vision [19, 20], structured illumination [21, 22], time of flight (TOF) [23], and LIDAR [24]. They have
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different specific advantages in 3D spatial resolution, measurement distance, imaging time, and field-
of-view (FOV) levels. As a result, 3D surface imaging techniques have been applied to a diverse set of
applications in fields such as industrial inspection [25], cultural heritage documentation [26], 3D scene
reconstruction [27], and real-time 3D imaging in consumer products [28].

As 3D imaging and HSI provide two pertinent types of information related to intrinsic properties
that are key metrics for substance identification and analysis, it is highly beneficial to combine spectral
information with a 3D reconstructed model to a unified four-dimensional (4D) data set (x, y, z, I). Such
higher-dimensional optical imaging systems, typically referred to as 4D imagers, have been studied
extensively in laboratory settings [29–34]. Most previous 4D systems combine one of the HSI and one
of the 3D reconstruction techniques mentioned above to achieve 4D imaging. During system design,
the choice and matching of the two techniques are obviously crucial for the system performance, such
as spatial and spectral resolution, fusion precision, and imaging time. A straightforward approach is
to use a 3D imager and a hyperspectral sensor that separately collect spatial and spectral data as
done by Ivorra et al., who utilized a 3D structured light system combined with a hyperspectral short-
wave near-infrared system to estimate the freshness of gilthead sea bream [35]. However, as the two
systems were not integrated but worked separately, one-to-one correspondence between the 3D and
spectral data could not be established. Kim et al. reported a 3D scanning system that incorporated
hyperspectral imaging, which was composed of a laser scanning 3D imager and a compressive sensing
hyperspectral imager [36]. In this case, the compressive sensing method required high computational
complexity, and fusion precision was relatively low as the two modules had no corresponding relationship.
Chen et al. developed a hyperspectral LIDAR for point cloud segmentation, which was composed of a
TOF measurement system and a galvanometer-based line-scan hyperspectral imager [37]. This system
suffered from low spatial accuracy, long imaging time, and low density of the reconstructed point cloud.
Recently, Li et al. reported a 4D line-scan hyperspectral imager based on structured light stereovision
and line-scan hyperspectral imaging [38]. As only a single line-scan hyperspectral grayscale camera was
utilized for the 3D image acquisition and the hyperspectral imaging, the performance of the 3D light
structure stereovision was poor, being limited by the line-scanning mode, with a low spatial resolution
and a time-consuming measurement process as a result. Most previously reported hyperspectral imaging
systems are in addition bulky and have a relatively high manufacturing cost. However, taking practical
applications and commercialization into account, portability and low cost are also important factors to
be considered in the system design of a 4D imaging system.

In this paper, we report a portable 4D snapshot hyperspectral imager (P4DS imager) that combines
a 3D measurement (with high depth accuracy) with hyperspectral imaging. The principal components
of the system are a projector, a liquid crystal tunable filter (LCTF) with a 450–750 nm transmission
wavelength range, and a grayscale camera. In the 3D measurement mode, structured light stripes with
different frequencies and phases are projected on the target by the projector that, after being passed
through the LCTF, are captured by the camera one by one for fast 3D reconstruction. The transmission
band of the LCTF is set to be consistent with the wavelength of the projection light. Subsequently, the
LCTF works in hyperspectral imaging mode, in which a controller is used to sweep the transmission
wavelength over the 450–750 nm range. Monochrome images of the target at different wavelengths are
collected by the camera. As the 3D and hyperspectral imaging share the same camera plane, the spatial
and spectral data can directly be fused into a 4D data set without post-processing. The depth and
spectral resolutions of the system are 55.7µm and 10 nm, respectively, with an imaging time of less
than 1 second. The system size is 20 cm ∗ 25 cm ∗ 10 cm, i.e., very compact and thus easily made
portable. Owing to its simple design, low cost, small size as well as good imaging performance, the
P4DS imager presented in this paper is well suited for commercialization.

The paper is structured as follows: Section 2 introduces the principles of operation of the
hyperspectral snapshot imager and the structured light stereo vision. Section 3 does the same for
the full proposed P4DS imager and also details performance tests that were carried out. In Section 4,
three demonstration experiments with a colored figurine, a green plant and a human face as imaging
objects are presented to demonstrate the performance of the P4DS imager and to substantiate the
system’s efficiency and applicability. The paper ends with a summary in Section 5.
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2. METHODS

2.1. Hyperspectral Snapshot Imager

The hyperspectral snapshot imager consists of a liquid crystal tunable filter (LCTF) and a camera. The
transmission wavelength of the LCTF is changed through electrical modulation, allowing the camera,
which is placed behind the LCTF, to collect monochrome images corresponding to specific wavelengths
so as to realize hyperspectral imaging. The principle of the transmission wavelength modulation of
the LCTF is described in the following. Fig. 1(a) shows the basic structure of a single-stage Lyot
filter [39], which consists of two parallel polarizers and a liquid crystal phase retarder with thickness
d and birefringent refractive index difference (for the two polarizations) ∆n. Light with wavelength λ
acquires a phase delay Γ when passing through the single-stage Lyot filter. The transmissivity T of a
single-stage Lyot filter i can be expressed as [39]:
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Liquid crystals have an electrically controllable birefringence [40]. Applying bias voltages of different
intensity on the parallel polarizers affect the molecular orientation of the liquid crystal, which alters the
birefringent refractive index difference ∆n and, in turn, the phase delay Γ. Thus, as the wavelength
transmissivity T of a single-stage Lyot filter is determined by the phase delay Γ, electrical modulation
of the transmissivity can be realized. The structure of a multistage Lyot filter (where each stage of the
filter is twice as thick as the previous one) is shown in Fig. 1(b). The transmissivity of the multistage
Lyot filter can be expressed as [39]:
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From Eq. (2), we see that the LCTF, which is composed of a multistage Lyot filter, has a single
wavelength transmission peak, with transmission at other wavelengths being close to zero. By adjusting
the bias voltage, the phase delay of the liquid crystal can be changed, shifting the transmission peak
position. Fig. 1(c) shows the LCTF transmission curve modulated to different central wavelengths.

(a) (b) (c)

Figure 1. Structure of (a) a single-stage Lyot filter and (b) a multistage Lyotfilter. (c) Transmissivity
curves of the LCTF for varying wavelengths.

2.2. Structured Light 3D Reconstruction

The 3D coordinates of the object under investigation are obtained using a plane structured light stereo
vision system in which point coordinates are determined by triangulating the corresponding camera and
projector pixels of the same object point in a setup as illustrated in Fig. 2. Structured light stripes at
a specific frequency are projected on the object by a projector. The intensity of the structured light
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Figure 2. Schematic of the structured light 3D reconstruction process.

stripes imaged at the camera plane is [41]:
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Using the multi-wavelength heterodyne phase unwrapping solution [42], the periodic relative phase
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i ) of a certain pixel in the projector plane can be transformed to an absolute phase value

Φch(u
c
i , v

c
i ) in the horizontal direction and Φcv(u

c
i , v

c
i ) in the vertical direction. Following this, the

projector pixel coordinate p(upi , v
p
i ) corresponding to the camera pixel c(uci , v

c
i ) can be calculated to be:

upi =
Φch(u

c
i , v

c
i )

2π
×W (5a)

vpi =
Φcv(u

c
i , v

c
i )

2π
×H (5b)

where W and H are the width and height of the pixel image in the projector imaging plane. The light
paths in front of both the camera and projector planes can be approximated by a pinhole camera model.
Therefore, the correspondence of pixel coordinates c(uci , v

c
i ) and p(upi , v

p
i ) in the camera and projector

imaging planes and the corresponding 3D coordinate P (xw, yw, zw) of the point on the object surface
can be described as [42]:
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where Kc and Mc are the intrinsic and external camera parameters, and Kp and Mp are the intrinsic
and external projector parameters, all of which are calculated in the camera calibration process [43]. zc
and zp are scale factors. By using the parameters of the stereo camera system in Eqs. (5) and (6), the
3D coordinates of the points in the world coordinate system can be thus calculated, forming a complete
3D point cloud model.

3. EXPERIMENTAL SETUP AND CHARACTERIZATION

Figure 3(a) shows the optical design diagram of the P4DS imager. The system consists of a
450 nm projector (TENGJU TECHNOLOGY TJ50), an LCTF (with a spectral resolution of 10 nm),
and a camera (HIKVISION, MV-CE050-30GM). The 4D imaging process contains two steps: 3D
reconstruction and spectra acquisition. In the first step, the wavelength of the LCTF is set to 450 nm,
corresponding to the wavelength of the projected light from the projector. In this way, the light projected
on the object can pass through the LCTF and be collected by the camera while other wavelengths are
blocked. Structured light stripes with different frequencies are projected on the target by the projector,
and corresponding images are captured in sequence by the camera after passing through the imaging
lens and the LCTF. The sequencing of the projection of light stripes and image acquisition is controlled
by a controller, and the process is repeated until images corresponding to all projected structured
light stripes have been captured by the camera. The captured images are then used for 3D coordinate
reconstruction and the generation of a 3D point cloud model of the measured object in the manner
discussed in the previous section. In the second step, the LCTF is set to work in hyperspectral imaging
mode by the controller. Light at different wavelengths is passed through the LCTF and imaging lenses
and imaged on the camera plane in sequence. The corresponding monochrome images are captured by
the camera to form a hyperspectral cube. As the 3D reconstruction and spectra collection share the
same camera imaging plane, the two data sets can subsequently directly be fused into a 4D data set
without the need for post-processing.

(a) (b)

Figure 3. (a) The optical diagram and (b) laboratory prototype of the P4DS imager. L1, L2: imaging
lens; L3: collimating lens; L4: focusing lens.

Plane fit standard deviation [28] using a flat surface circular plane array board as the reference was
used to evaluate the performance of the 3D reconstruction. The ideal reconstruction of the flat board,
the best-fitting plane, is a flat plane in which all 3D points are distributed in the same plane. However,
in an actual measurement, the reconstructed 3D points will deviate from the best-fitting plane, and the
extent of the deviation can be used as a metric of the 3D reconstruction accuracy. Performing a plane fit
standard deviation reference calculation, the standard deviation between the measured 3D points and
its best-fitting plane is found to be 0.0557mm, with a maximum deviation calculated to be 0.6306mm.

4. RESULTS

Here we present a set of sample imaging experiments to demonstrate the performance and versatility of
the proposed portable 4D snapshot hyperspectral imager. The prototype P4DS imager is used to image
a colored figurine, a fresh broccoli and a human face.
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(a) (b) (c)

(d)

Figure 4. (a) Photograph and (b) 3D point cloud model with artificial gray shading of the figurine.
(c) Enlargement of the rectangular region indicated in (b). (d) The distribution of the point cloud of
the rectangular region indicated in (c).

(a) (b)

Figure 5. (a) 4D model of the figurine observed at different angles and wavelengths. (b) Normalized
reflectance spectra of points indicated in Fig. (b).

4.1. 4D Imaging of a Colored Figurine

We first measured a colored figurine to demonstrate the 4D imaging effect and performance of the P4DS
imager. Fig. 4(a) shows the figurine under measurement, which has light blue hair and dress, yellow
belt, and red tongue. Fig. 4(b) shows its 3D shape model with artificial gray shading, and the enlarged
pictures of the indicated rectangular region are shown in Figs. 4(c) and (d). We see that the 3D point
cloud is dense and smooth and show well details of the reconstructed model.

Figure 5(a) shows the 4D model of the figurine at different wavelengths and different observation
angles. The colors of the 3D point cloud were determined by the chromatic value of the specified
wavelength, with the brightness determined by the reflectance intensity. Thus, the brightness of a
specific-colored part is the highest at its corresponding wavelengths (red at 650 nm, yellow at 570 nm,
blue at 450 nm), which is consistent with the 4D imaging results shown in Fig. 5(a). We note that parts
of 3D points cloud are missing in the red tough region, which is because the projected 450 nm blue light
is hardly reflected by the surface in red color. This problem can be solved by changing the projection
light source at different wavelengths. To display the spectral data in detail, we choose three points A, B,
and C located at the hair, belt and tongue regions in Fig. 4(b), and acquire their normalized reflectance
spectral curves, which are shown in Fig. 5(b). The characteristics of these spectral curves consist of
blue, yellow, and red color properties of those indicated regions.

The results of this experiment demonstrate the high quality 4D imaging obtained by our system,
enabling a detailed visualization of spectral signatures at the reconstructed 3D surface model.
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4.2. 4D Imaging of a Green Plant

A potentially promising application for the proposed system is plant growth monitoring. 3D
measurements can provide information about growth state and physical defects, while spectral data can
be used for the evaluation of plant quality, maturity, and health state. For instance, chlorophyll content
and distribution, indicators of growth and health state of green plants, can be discerned from spectral
data measured in the visible bands. Also, in contrast with chemical analysis [44], 4D hyperspectral
imaging is a noninvasive and thus nondestructive method, allowing a large number of observations
without damaging any plants. To exemplify this, we performed a 4D imaging experiment on fresh
broccoli using the P4DS imager.

Figure 6(a) shows the obtained 3D surface model with artificial white shading of the broccoli. We
note that the uneven surface and rich texture of the broccoli are well restored and displayed in the 3D
reconstruction model, indicating a high spatial resolution of the system. The 3D point cloud is dense
and smooth, as shown in the enlarged region. The 4D data of the broccoli model is shown for different
wavelengths in Figs. 6(b)–(f). The plant appears brighter at 540 nm compared to other wavelengths,
indicating a higher reflectance in the wavelength band around 540 nm.

(a) (b) (c)

(d)
(e)

(f)

Figure 6. (a) 3D surface model of the broccoli using artificial white shading. (b)–(f) 4D broccoli model
shown at different wavelengths 450 nm, 540 nm, 570 nm, 590 nm and 670 nm, respectively.

The reconstructed 3D model with the size and depth information is shown in Fig. 7(a), in which
color variations are used to represent depth information. The size of the broccoli is found to be 138mm ×
138mm. Fig. 7(b) shows the normalized reflectance spectrum curve of point A (as indicated in Fig. 7(a)),
which has a main reflectance peak at 560 nm and additional absorption peaks at 450 nm and 670 nm,
corresponding to the light absorption characteristics of chlorophyll. The normalized reflectance spectrum
is calculated by dividing the intensity spectrum of the selected point by the intensity spectrum of a
standard whiteboard. In this way, the influence of the light source spectrum is eliminated. To explore
the chlorophyll distribution in the broccoli, we define an optical absorption intensity of chlorophyll
(OAIC) factor as:

OAIC =
α670

α560
(7)

where αλ is the normalized reflectance at wavelength λ, and 560 nm and 670 nm are the reflectance
and absorption peaks of the normalized reflectance curve, respectively. Fig. 7(c) shows the 4D broccoli
model in which the color is set by the OAIC value. The darker the color is, the smaller the OAIC factor
is, indicating the stronger optical absorption. The color distribution of the model is uniform, indicating
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(a) (b) (c)

Figure 7. (a) 3D surface model of the broccoli with color set by depth information. (b) Normalized
spectral curve of point A indicated in (a). (c) 4D broccoli model, in which the color of the 3D points is
determined by the OAIC factor.

a uniform chlorophyll distribution in the broccoli. The leaf at the left bottom appears yellowish in
Fig. 7(c), indicating a fairly high OAIC and low chlorophyll content, which demonstrates the ability of
the P4DS imager to detect senescence (or lack of freshness) in vegetables.

4.3. 4D Imaging of a Human Face

Detection and analysis of the health state of facial skin are of interest in medical cosmetology. From
a 4D hyperspectral model of a human face, it is possible to observe skin texture and to monitor, e.g.,
pigmentation, skin redness, scars, and hemoglobin distribution, enabling the possibility of developing
customized facial skincare products. Such models also have the potential to be used to evaluate the
health or stress situation of subjects.

Using the P4DS imager, we measured the face of a 26-year-old male subject shown in the

(a) (b) (c)

(d) (e) (f)

(h)

Figure 8. (a) 2D photo of the face of the male subject. (b)–(f) 4D face model shown at different
wavelengths 450 nm, 540 nm, 570 nm, 590 nm and 670 nm, respectively. (h) Enlarged region of the lips
indicated in (f).
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(a) (b)

Figure 9. (a) Normalized spectral curve of point A indicated in Fig. 8(a). (b) 4D face model, where
the color of the 3D points is determined by the OAIH factor.

conventional photograph in Fig. 8(a). The imaging time of one 4D measurement is just less than 1
second, which is conveniently short for the subjects. In such a short time, the subjects are able to
remain motionless, and thus the influence of motion on the imaging quality can be greatly reduced.
Figs. 8(b)–(f) show the 4D face model at different wavelengths, with an enlarged region of the lip shown
in Fig. 8(h).

The normalized reflectance spectrum curve of point A (indicated in Fig. 8(a)) is displayed in
Fig. 9(a). The curve has absorption peaks located at 520 nm, 540 nm, and 576 nm, which corresponds
to the spectral characteristics of hemoglobin. For quantitative analysis of the hemoglobin distribution
on the human face, we define an optical absorption intensity of hemoglobin (OAIH) factor as:

OAIH =
α576

α560
(8)

where αλ is the normalized reflectance at wavelength λ, and 560 nm and 576 nm are the reflectance and
absorption peaks of the normalized reflectance curve, respectively. Fig. 9(b) shows the 4D face model
of hemoglobin absorption characteristics, with the color set by the value of the OAIH factor, and the
brightness is negatively associated with the intensity of light absorption. The red color is the darkest in
the lip region, indicating that the lip has the highest content of hemoglobin, followed by the nose and
the cheek, which match the distribution of blood vessels in the human face [45].

5. CONCLUSION

We have presented a portable 4D snapshot hyperspectral imager (P4DS imager) that can simultaneously
acquire 3D spatial and spectral information of measured objects. The key components of the P4DS
imager are a projector, a liquid crystal tunable filter (LCTF), and a camera. In the 3D measurement
mode, structured light stripes are projected on the object by the projector. The images captured by
the camera are then used to construct a 3D point cloud of the object. In the hyperspectral imaging
mode, monochrome images of the object at different wavelengths selected by the LCTF are collected
by the camera to form a hyperspectral cube. Since the camera imaging plane is the same in both
measurement modes, the spatial and spectral data can directly be fused into a full 4D data set without
post-processing of the measurement data. The system shows excellent performance, with a spatial and
spectral resolutions of 55.7µm and 10 nm, respectively, and a total 4D imaging time of about 0.8 s for one
measurement. We have presented imaging experiments of a colored figurine, a green plant and a human
face to demonstrate the efficiency and applicability of the system. The distribution of chlorophyll in the
broccoli and hemoglobin in the human face could be qualitatively analyzed. The results demonstrate
that the system can be used to qualitatively detect and analyze substance distribution and properties
of a 3D surface.

Compared with previously published work, our proposed 4D snapshot hyperspectral imager has the
advantages of being portable, cost-effective, high-speed, and having a performance sufficient for a large
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range of applications. As such, it is a suitable design for commercialization of 4D imaging to be used in
a variety of applications, such as digital documentation of cultural relics and art, precision agriculture,
and dermatology.
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