
Progress In Electromagnetics Research M, Vol. 102, 65–79, 2021

Marchenko Inversion of GPR Data for a 1D Dissipative Medium

Bingkun Yang* and Evert Slob

Abstract—Radar data collected on two sides of a horizontally dissipative layered medium are required
to invert for the medium parameters. The two-sided reflection and transmission responses are reduced
to two single-sided reflection responses. One is the measured dissipative medium response, and the
other is the reflection response of the corresponding effectual medium, which has negative dissipation.
Marchenko-type equations are solved using these two reflection responses. The obtained focusing
functions in the dissipative and effectual media are used to invert for the permittivity and the
permeability under the assumption of weak dissipation in reflection. Once these parameters are known,
the travel times are used to estimate the layer thicknesses. Finally, the focusing functions are used to
estimate the conductivity in each layer. The method does not require any model information and runs
as a fully automated process. A numerical example shows that the method works well for a horizontally
dissipative layered medium. Statistical analysis for several noise models shows that the method is robust
at least up to 40 dB additive and multiplicative white noise.

1. INTRODUCTION

Ground Penetrating Radar (GPR) is an electromagnetic apparatus that is widely used in geophysical
survey, especially in the geotechnical engineering survey or civil engineering application, because of its
high resolution, low cost, and non-destructiveness [2]. To invert the medium parameters from the GPR
data, the inverse problem needs to be solved.

There are two fundamentally different approaches for solving the GPR inverse problem: model-
driven methods and data-driven methods. Model-driven methods are conventional schemes, which work
with undersampled data. The medium parameters are estimated by updating a model, which provides
the results to be the best-fit of the measured data [4, 21]. However, for model-driven inversion methods,
essential issues that must be considered include solution existence, solution uniqueness, and instability
of the solution process [16]. We need an initial model to start with model-driven methods and then
minimize the so-called cost function or contrast function, which is the difference between the measured
data and forward modeling data in each iteration. It is computationally expensive. If the initial
model is not good enough, we cannot find the exact solution we need because multisolutions always
occur in inverse problems. Moreover, the process of computing an inverse solution can be extremely
unstable in that a small change in measurement can lead to an enormous change in the estimated
model [6]. Commonly, we can stabilize the inversion process by imposing additional constraints (e.g.,
regularization) that bias the solution.

To solve the problems mentioned above, data-driven methods were proposed. When the data are
properly sampled, the geophysical information is obtained from the measured data. The main feature of
these methods is that the inverse problem is solved by processing steps and without model information,
hence they find the solution to the inverse problem by solving a sequence of linear problems. The
data-driven approaches require the data to be properly sampled in space and time because the medium
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parameters are extracted by filtering the data. It is a full waveform inversion method if the electric
and magnetic parameters are obtained as a function of the subsurface position. Recently, some data-
driven methods based on the Marchenko scheme have been proposed [11, 15, 17]. It was shown that the
wave fields and focusing wave fields inside an unknown medium can be retrieved by solving a set of
Marchenko-type equations [11, 19]. The Marchenko inversion scheme can be implemented as long as the
Green’s function or/and the focusing function are obtained because the local reflectivity or impedance
can be obtained as a starting point for further inversion [11, 17]. The theory for 1D GPR inversion based
on Marchenko redatuming has been derived for a lossless medium [11]. A 3D Marchenko redatuming
method for dissipative acoustic media has been developed [13]. Van Der Neut & Fokkema presented a
1D Marchenko inversion in stretched space for the acoustic wave field [17]. Slob presented a theory using
an integral equation that describes the electric focusing field inside the medium in terms of contrast
source, then used the equation to invert the electric permittivity for a layer lossless model [15]. Yang
& Slob presented a Marchenko inversion example of GPR data for a 1D layer dissipative medium but
with a constant magnetic permeability [20].

In this paper, we present a Marchenko inversion theory of GPR data for the 1D blocky dissipative
medium with variable conductivity, permittivity, and permeability. We assume that the medium is non-
dispersive for the high-frequency GPR signal, which is reasonable for most GPR applications. It is worth
noting that we need GPR data with different incidence angles for the method; the 3D electromagnetic
wave fields in the 1D medium situation are required for our scheme. We need dissipative and equivalent
effectual models to implement the Marchenko scheme in the dissipative medium. An effectual medium
amplifies a propagating wave in the same way as a dissipative medium attenuates it [13]. Usually,
we use an iterative scheme to solve the Marchenko equation and therefore require the earth impulse
reflection response instead of the measured electric field. However, in a physical experiment, we can
only measure the convolution of the impulse response with the signal that is emitted by the transmitter
antenna. Additionally, GPR data are always contaminated by noise. We can obtain the impulse
reflection response by the deconvolution process [1]. If we do not want to do the deconvolution first,
we can follow the ideas applied in [8, 14] and use non-Neumann type solvers (e.g., LSQR) to solve the
Marchenko equation. Here, we use the impulse reflection response as input and present the data-driven
inversion scheme based on the Marchenko method in a dissipative medium. The 1D Marchenko inversion
scheme presented in this paper provides a new way for any material testing where the material can be
accessed for measurements at two opposite sides (e.g., building inspection). As a side application, it
can be used in earth sciences on cross borehole data. In the 2D or 3D situation, we need multi-offset
two-sided data, and the scheme must be adapted. The extension of the method to 2D and 3D is beyond
the scope of this paper and open for investigation.

The paper is organized as follows: In Section 2, we briefly introduce the 3D electromagnetic wave
field in a 1D dissipative medium. In Section 3, we derive field representations for the up- and down-
going parts of the electromagnetic field based on reciprocity relations. In Section 4, we investigate the
Marchenko method in a dissipative medium and an effectual medium. In Section 5, we show the way
to use the two-sided measured reflection and transmission data to compute the up- and down-going
electric fields received above the surface in the effectual medium. In Section 6, we present the way of
obtaining the electric permittivity, magnetic permeability, conductivity, and the thickness of each layer
from the focusing functions. In Section 7, we use a numerical example to illustrate the method. Then
we investigate the effect of noisy data on the performance of the method.

2. ELECTROMAGNETIC PRINCIPLE

Here we propose to use two sets of single-sided Marchenko equations to obtain the electric and magnetic
medium properties of a horizontally layered lossy medium directly from the measured data. The
amplitude versus angle analysis in the τ − p domain shall be required to get the electric permittivity
and permeability in our scheme. The 3D electromagnetic wave fields in 1D medium are required as
input to implement the inversion scheme. It means that the Marchenko inversion scheme presented
in this paper is a 3D scheme which works only for horizontally layered dissipative media. We use
the vector x = (x, y, z) to denote the coordinate vector of a point in three-dimensional space, with
the vertical axis pointing downward. The time coordinate is given by t. The vector wave field is
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expressed as P(xT , zr, zs, t), where P can be electric field E or magnetic field H; subscript T is
used to indicate the horizontal vector; zs is the source location; and zr is the receiver location. We
define the temporal Fourier transform of a function P(xT , zr, zs, t) to the space-frequency domain as
P̂(xT , zr, zs, ω) =

∫ ∞
−∞ P(xT , zr, zs, t)e−iωtdt, abbreviated as P̂, where i denotes the imaginary unit,

and ω denotes the angular frequency. A horizontally layered medium allows for carrying out a 2D
spatial Fourier transformation as P̃(zr, zs,pT ) =

∫ ∞
−∞ P̂(xT , zr, zs, ω)eiωxT pT dxT , abbreviated as P̃,

where pT denotes the two components of the horizontal slowness vector and pTxT = pxx + pyy. Then

the horizontal slowness p is given by p =
√

p2
x + p2

y in s/m. For a horizontally layered medium with
interfaces at depth levels zi, i = 0, 1, 2, . . ., the sources are assumed to be located at depth level zs < 0
and the receivers at depth level zr = 0 such that zr > zs. The angles of incidence used in this paper
are related to the angles in the air and hence for a wave field in the air with incidence angle ϕ and
horizontal slowness p are related through p = sin ϕ/c0 with c0 being the velocity in the air. We perform
the derivations in p − ω domain in which the wave field shall be written by P̃ (zr, zs, p), and analyse
the resulting equations in the τ − p domain in which the wave field shall be written by P (zr, zs, p, τ),
where τ is intercept time. The up-down decomposition electromagnetic wave field is carried out in the
slowness-frequency domain because it can be easily carried out for each slowness and each frequency
separately.

Consider an (N + 1)-layered model, the depth level of a reflector is denoted by zn (m), n =
0, 1, 2, . . . , N + 1, and each layer is homogeneous and isotropic. We only consider non-dispersive
parameters, which means that permittivity, permeability, and conductivity are frequency-independent
quantities, and all of them are real values [5]. The antenna frequency we consider in this paper is above
100 MHz. In the layer n, the electric permittivity is denoted by εn (F/m); the electric conductivity is
denoted by σn (S/m), the magnetic permeability is denoted by μn (H/m); the impedance is given by
Zn =

√
μn/εn; the admittance is given by Yn =

√
εn/μn; the layer thickness is denoted by dn (m), given

by dn = zn − zn−1.
From Maxwell’s equations, we can get two independent sets of scalar equations. One set describes

the so-called Transverse Electric (TE) mode, which does not depend on the vertical component of the
electric field. The other set describes the so-called Transverse Magnetic (TM) mode, which does not
depend on the vertical component of the magnetic field [9]. Since the inverse problem can be solved
with either mode, here we introduce the TE mode field as follows:

∂z

[
Ẽ

H̃

]
+

[
0 ζ

ζ−1(ω2p2 + ηζ) 0

] [
Ẽ

H̃

]
=

[
0
J̃e

]
, (1)

where Ẽ = ωpyẼx−ωpxẼy, H̃ = ωpxH̃x+ωpxH̃y; ζ denotes the transverse magnetic resistance given by
ζ = iωμ (Ω/m); η denotes a generalized conductivity given by η = σ + iωε (S/m); superscript t denotes
the matrix transposition; and J̃e denotes the electric current source given by J̃e = ωpxJ̃e

y − ωpyJ̃
e
x.

At any location, we can write the electric field and magnetic field of the TE model as the sum of up-
and down-going wave fields [10]: Ẽ = Ẽ+ + Ẽ− and H̃ = H̃+ + H̃−, where down-going is indicated with
superscript + and up-going with superscript −. The vertical wave number, Γ, in the dissipative medium
is given by Γ =

√
ω2p2 + ζη, which can be written as Γ = α + βi, where α denotes the attenuation

coefficient, and β denotes the phase coefficient. For GPR applications, we use a high central frequency
larger than 100 MHz. The electromagnetic wave field starts in the air, and propagating waves have a
maximum p-value equal to

√
ε0μ0, in which the incidence angle ϕ = π/2. We also know that ε0μ0 < εnμn

for any n > 0. Hence, we can always choose p-values that satisfy |σμ/[
(
εμ − p2

)
ω]| � 1. Taking the

Taylor series expansion around the point |σμ/[
(
εμ − p2

)
ω]| = 0, then Γ can be written as

Γ = iω
√

εμ − p2

{
1 +

∞∑
n=1

[( −iσμ

ωεμ − ωp2

)n k=n∏
k=1

3 − 2k
2k

]}
. (2)

Truncate this series after the second term, then α and β can be approximately given by

α = σμ
(
2
√

εμ − p2
)−1

, and β = ω
√

εμ − p2. (3)
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To implement the Marchenko redatuming scheme in the lossy model, we need to define two media
related to each other. One is a dissipative (physical) medium, and the other one is an effectual (non-
physical) medium. The effectual medium is the same as the dissipative medium, but with negative
conductivity such that the wave field gains strength on its propagation path. The electric and magnetic
wave fields in the corresponding effectual medium are denoted as E and H , respectively. The vertical
wave number in effectual medium shall be −Γ∗, which is equal to −α + βi.

3. RECIPROCITY THEOREM FOR ONE-WAY ELECTROMAGNETIC WAVE
FIELDS

The reciprocity theorem relates two non-identical electromagnetic wave fields labeled state A and state
B (indicated by subscripts A and B). The representations are derived in the slowness-frequency domain
but are valid in other domains as well. We apply reciprocity to a horizontally infinite but vertically
finite domain [18]. The wave fields are evaluated at two depth levels, the receiver level zr and the
focusing level zf . The wave fields propagate inside the investigation domain D and are decomposed into
down-going and up-going components. We start with the time convolution type reciprocity theorem
for one-way wave fields without a source inside the investigation domain D. These wave fields are
propagating forward in time which is given by [18][

Ẽ+
B H̃−

A + Ẽ−
BH̃+

A

]
|zr = −

[
Ẽ+

A H̃−
B + Ẽ−

AH̃+
B

]
|zf

. (4)

Because all wave field quantities are expressed in the slowness-frequency domain, the multiplications
in Eq. (4) are equivalent to convolutions in the time-space domain. Eq. (4) is valid when the medium
parameters between the surface level zr and focusing level zf are the same in both state A and state
B. However, the medium parameters of the two states can be different from each other outside of the
investigation domain D.

In order to get an analogous reciprocity relationship of the time correlation type for one-way wave
fields in the dissipative medium, we need to eliminate the influence of the conduction in the investigation
domain D. According to [18], one of the states should be in the dissipative medium and the other one
in the effectual medium. Here, we assume that state A is in the dissipative medium, while state B is
in the effectual medium. The medium parameters outside of the domain D in both states can be any
kinds of media. In this situation, the correlation type reciprocity relation of one-way electromagnetic
wave fields is given by [18][(

H̃+
A

)∗
Ẽ +

B +
(
H̃−

A

)∗
Ẽ −

B

]
|zr =

[(
Ẽ+

A

)∗
H̃ +

B +
(
Ẽ−

A

)∗
H̃ −

B

]
|zf

. (5)

Here, the superscript * denotes complex conjugation, being equivalent to time reversal in the time-
space domain. Eq. (5) relates wave fields that propagate forward in time to wave fields that propagate
backward in time. Hence, the multiplications in Eq. (5) are cross-correlations in the time-space domain.
Sources exist only outside of the investigation domain D in Eqs. (4)–(5).

4. METHOD

The focusing functions in the dissipative medium and effectual medium are required to implement the
inversion scheme, and we can obtain these two sets of the focusing functions analogously. Here, we only
show how to get the focusing function in the dissipative medium in detail. To obtain the convolution
type Marchenko equation, we take the medium in state A identical to the physical medium above the
focusing level zf and reflection-free below this level. For state B, we choose the physical medium. To
get the correlation type Marchenko equation, we take the medium in state A as a truncated medium like
we set for the convolution type Marchenko equation and choose the effectual medium for state B. For
the sake of narrative convenience, we derive the formulas in the slowness-frequency domain, but they
can be transformed to other domains without losing their validity. Then in state A, at the receiver lever,
we define the magnetic field as the focusing wave field f̃1(zr, zf , p) and the initial down-going focusing
function is a unit amplitude impulse. The corresponding electric field focuses just below zf . At the
receiver level, the up- and down-going magnetic fields in state A are given by f̃±

1 (zr, zf , p). Under this
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assumption, the last event of the up-going focusing function would be the local reflection coefficient of
the focusing point with 2 times decay from the focusing point to the receiver point [12, 13]. Then based
on the focusing condition, the up- and down-going electric wave fields at the focusing level zf are given
by

Ẽ+
A (zf , zf , p) = Ã (zf , zr, p) eiωtd(zr ,zf ,p), Ẽ−

A (zf , zf , p) = 0, (6)

where Ã(zf , zr, p) denotes the direct arrival of the transmission response from zr to zf , and td (zr, zf , p)
denotes the direct travel time from acquisition surface zr to focusing point zf which is given by

td (zr, zf , p) =
N∑

m=0
dmqm, qm =

√
μmεm − p2. For GPR applications, it is reasonable to suppose

that the attenuation is frequency independent (see Eq. (3)), then Ẽ+
A (zf , zf , p) only contains one event.

Its amplitude is equal to the transmission amplitude from zf to zr. In state B, we place an electric
current source at the level zs and receiver at the level zr such that the up- and down-going electric
wave fields at the receiver level are given by Ẽ±

B (zr, zs, p) = Ẽ± (zr, zs, p) in the dissipative medium
or Ẽ ±

B (zr, zs, p) = Ẽ ± (zr, zs, p) in the effectual medium. In the next section, we investigate how to
compute Ẽ ± (zr, zs, p) from the two-sided data. At the focusing level, we refer to the wave fields in
state B as the up- and down-going magnetic wave fields given by H̃±

B (zf , zs, p) = H̃± (zf , zs, p) in the
dissipative medium and H̃ ±

B (zf , zs, p) = H̃ ± (zf , zs, p) in the effectual medium. Substituting these
choices into Eqs. (4) and (5), we obtain:

Ẽ+
A (zf , zf , p) H̃− (zf , zs, p) = −

[
Ẽ+ (zr, zs, p) f̃−

1 (zr, zf , p) + Ẽ− (zr, zs, p) f̃+
1 (zr, zf , p)

]
, (7)

(Ẽ+
A (zf , zf , p))∗H̃ + (zf , zs, p) = Ẽ + (zr, zs, p)

(
f̃+
1 (zr, zf , p)

)∗
+ Ẽ − (zr, zs, p)

(
f̃−
1 (zr, zf , p)

)∗
. (8)

If we interchange actual and effectual media and use a unit amplitude impulse as the initial down-
going focusing function, we obtain similar equations for the other pair of up- and down-going parts of
the magnetic field.

Ẽ +
A (zf , zf , p) H̃ − (zf , zs, p) = −

[
Ẽ + (zr, zs, p) f̃

−
1 (zr, zf , p) + Ẽ − (zr, zs, p) f̃

+
1 (zr, zf , p)

]
, (9)

(Ẽ +
A (zf , zf , p))∗H̃+ (zf , zs, p) = Ẽ+ (zr, zs, p)

(̃
f
+
1 (zr, zf , p)

)∗
+ Ẽ− (zr, zs, p)

(̃
f
−
1 (zr, zf , p)

)∗
, (10)

where Ẽ +
A (zf , zf , p) denotes the transmission electric field at the focusing level, which satisfies the

focusing condition in the effectual medium, and f1 denotes the magnetic focusing wave field in the
effectual medium. The electric counterpart of that focuses just below zf .

Equations (7) and (10) can be seen as the magnetic wave fields at the receiver level zf retrieval
equations for the scaled up- and down-going wave fields in the dissipative medium. Eqs. (8) and (9)
can be seen as the magnetic wave fields retrieval representations for the up- and down-going wave fields
in the effectual medium. To find the focusing functions in the dissipative and effectual media, we can
eliminate all of the left-hand sides of Eqs. (7)–(10). In the time domain, we can separate the magnetic
fields and the focusing fields. Here, we present how to solve Eqs. (7)–(8). The impulse reflection response
of the layered medium at the receiver level can be given by R̃ (zr, zr, p) = Ẽ− (zr, zs, p) /Ẽ+ (zr, zs, p) in
the dissipative medium or R̃ (zr, zr, p) = Ẽ − (zr, zs, p) /Ẽ + (zr, zs, p) in the effectual medium [1]. Doing
the deconvolution gives us

Ẽ+
A (zf , zf , p) G̃− (zf , zr, p) = −f̃−

1 (zr, zf , p) − R̃ (zr, zr, p) f̃+
1 (zr, zf , p) , (11)

Ẽ+
A (zf , zf , p) G̃ + (zf , zr, p) =

(
f̃+
1 (zr, zf , p)

)∗
+ R̃ (zr, zr, p)

(
f̃−
1 (zr, zf , p)

)∗
. (12)

where G̃− (zf , zr, p) denotes the up-going parts of the Green’s function in the physical medium observed
at zf and generated by a down-going source at zr, given by G̃− (zf , zr, p) = H̃− (zf , zs, p) /Ẽ+ (zr, zs, p)
and G̃ + (zf , zr, p) denotes the down-going parts of the Green’s function in the effectual medium observed
at zf and generated by a down-going source at zr, given by G̃ + (zf , zr, p) = H̃ + (zf , zs, p) /Ẽ + (zr, zs, p).
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In state A, we let the focusing point be located just below zf and focus the wave field at τ = 0, so
the first arrival should not arrive at the focus point before zero time. It means that we inject the initial
down-going focusing wave field at time τ = −td (zr, zf , p). This implies that the focusing wave field is
zero before the negative travel time from the acquisition surface to the focus point. That bounds the
time duration at negative times. Then the first arrival can reflect from the focusing point and return to
the surface. After that arrival, nothing is allowed to arrive later; otherwise, the extra events would lead
to a new reflection event, and there would be more than one event at the focusing level. That bounds
the time duration at positive times. So the focusing wave fields do not exist for |τ | > td (zr, zf , p). In
state B, we let the source be excited at τ = 0, and the first arrival from the source level to the focusing
point is recorded in z = zf at τ = td (zf , zs, p). Therefore, before τ = td (zf , zs, p), the magnetic wave
fields of the left-hand sides of the Eqs. (11)–(12) are zero. Transforming Eqs. (11)–(12) to τ −p domain,
we can write the down-going part of the focusing wave field as

f+
1 (zr, zf , p, τ) = δ(τ + td(zf , zr, p)) + f+

1m (zr, zf , p, τ) , (13)

where f+
1m represents the coda following the initial down-going focusing event δ.

We assume that the medium parameters are real value and frequency-independent quantities. It
means that the wave velocity does not change with the frequency in each layer. When we solve the
focusing functions in the τ − p domain, we can always pick the last event of the up-going focusing
function without overlapping with the Green’s function even if we consider the data with a finite
frequency bandwidth. Substitute Eq. (13) into the τ − p domain of Eqs. (11) and (12), and apply a
time window |τ | ≤ td (zr, zf , p) to Eq. (11) and a time window |τ | < td (zr, zf , p) to Eq. (12). We get
the coupled Marchenko equations:∫ τ

t′=−td

[
R

(
zr, zr, p, τ − t′

)
f+
1m

(
zr, zf , p, t′

)]
dt′ + f−

1 (zr, zf , p, τ) = −R (zr, zs, p, τ + td (zr, zf , p)) (14)

f+
1m (zr, zf , p, τ) +

∫ td

t′=−τ

[
R

(
zr, zr, p, τ + t′

)
f−
1

(
zr, zf , p, t′

)]
dt′ = 0. (15)

Note that the initial down-going focusing function does not play a role in Eq. (15) because the time
window |τ | < td (zr, zf , p) excludes the time instant td (zr, zf , p). If the impulse reflection response in
Eqs. (14)–(15) is convolved with a zero-phase filter function W that has finite bandwidth, the focusing
functions shall be convolved with the same zero-phase function W . Then the time window we used
above would become |τ | < td (zr, zf , p) + tw, where tw denotes half the time duration of the wavelet W .
When the medium is dissipative, the Neumann-type iterative solution for Eqs. (14) and (15) may diverge
and fail to yield a solution [3]. However, non-Neumann type solvers (e.g., LSQR) can always converge
to a solution with a monotonically decreasing residual [3, 7]. We choose LSQR to solve Eqs. (14) and
(15). Note that the attenuation in our model cannot be too strong. On the one hand, we require
that waves can propagate across the medium under investigation so that the transmission response can
be measured. Nevertheless, the effect of attenuation on propagation can be significant and cannot be
ignored. On the other hand, when the attenuation is strong, the LSQR method does not guarantee to
obtain a solution that shall be closer to the true one than other methods. We refer to [3] for further
details.

5. UP- AND DOWN-GOING WAVE FIELDS IN THE EFFECTUAL MEDIUM

To solve Eqs. (14) and (15), the impulse reflection responses in the dissipative medium and effectual
medium are needed. To obtain the impulse reflection response in the effectual medium, we need two sets
of data collected in the physical dissipative medium [13]. One set is that we put a source in the upper
half space at zs and observed in the upper half space at zr and the lower half space at zm. The other set
is that we put a source in the lower half space at zsm and observed at zr and zm. We then assume that,
in the effectual medium, a source is deployed in the upper half space at zs and observed at zr and zm.
We also assume that the areas above the interface zr in both dissipative medium and effectual medium
are air, which are lossless media, so that the wave fields from the source level zs to the receiver level
zr in the dissipative medium and effectual medium are the same (i.e., Ẽ+(zr, zs, p) = Ẽ +(zr, zs, p)).
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Substituting the wave fields above into the equation for reciprocity theorems of the time-correlation
type (Eq. (5)), we find that the up-going wave fields in the effectual medium are given by

Ẽ −(zr, zs, p) =

[
Ẽ+(zm, zsm , p)H̃+(zr, zs, p)

]∗
Ẽ+(zr, zs, p)[

H̃−(zr, zs, p)Ẽ+(zm, zsm , p)
]∗ − [

Ẽ+(zm, zs, p)H̃−(zr, zsm , p)
]∗ . (16)

Now we have computed the up- and down-going components of the electric fields in the dissipative
medium and the effectual medium from the measured data.

6. RECURSIVE INVERSION

In our scheme, the last event of the up-going focusing function is what we need to implement the
inversion scheme. The intercept time of that event is the time where we find it plus td(zf , zr, p). For a
layer model, we can extract the local reflection strength of the reflector, jump from layer to layer, and
do not need to do it for every time step.

In Section 2, we assume that |σμ/
(
εμ − p2

)
ω| � 1 so that we can take the zero and first-order

terms in the Taylor series expansion of Γ and make the approximation represented by Eq. (3). The
reflection coefficient is then automatically independent of frequency. In the horizontal intercept-time
domain, the TE mode local reflection coefficient of the reflector at the depth level zn is given by [11]

rn(ε, μ, p) =
μn+1

√
μnεn − p2 − μn

√
μn+1εn+1 − p2

μn+1

√
μnεn − p2 + μn

√
μn+1εn+1 − p2

. (17)

As we show in Section 4, in the dissipative medium, the last event of the up-going focusing function
would be the local reflection coefficient of the focusing point with 2 times decay from the focusing point
to the receiver point. Similarly, in the effectual medium, the last event of the up-going focusing function
would be the local reflection coefficient of the focusing point with 2 times of growth from the focusing
point to the receiver point. Then the last event of the up-going focusing function in the dissipative
medium and the effectual medium at focus level zn, with the various p values, can be written as

f−
1 (zr, zn, p, τ = td) = rn (ε, μ, p)

n∏
k=1

e−2αkdk , and f−1 (zr, zn, p, τ = td) = rn (ε, μ, p)
n∏

k=1

e2αkdk , (18)

where αk denotes the attenuation coefficient of the medium from level zk−1 to zk, and rn denotes the
local reflection coefficient of the reflector at the focusing level zn in the lossless medium. Then the local
reflection coefficient rn (ε, μ, p) in the equivalent lossless medium can be given by [13]

rn (ε, μ, p) = sign
(
f−
1 (zr, zn, p, τ = td)

) √
f−
1 (zr, zn, p, τ = td) f−1 (zr, zn, p, τ = td). (19)

All local reflection coefficients in the equivalent lossless medium are obtained independently from
each other. For the parameters, we start in the air with n = 0, where the receivers are present, and work
our way down into the layered medium. Starting by assuming that we know the medium parameters
in the air, εr = 1, μr = 1, and we find the solution recursively for the layer below an interface. Once
we have the electric permittivity, magnetic permeability, and the normal incidence intercept-time, we
can find the solution for the conductivity and thickness of each layer. Notice that the two unknowns,
magnetic permeability μ and electric permittivity ε, are constrained by just one Eq. (17), so we need
to use different p-values to find the solutions.

When the incidence angle is zero (p = 0), Eq. (17) leads to the recursive estimate

Yn+1 =
(

1 − rn(ε, μ, 0)
1 + rn(ε, μ, 0)

)
Yn, (20)

where Yn denotes the admittance of layer n. The known value of Y0 is the admittance of free
space, which is used to initialize the recursive solution. When the incidence angle is non-zero, the
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magnetic permeability can be expressed with the aid of Eq. (17) for discrete values of p, pm = mΔp,
m = 1, 2, . . . ,M , as

μn+1 =

√√√√ M∑
m=1

p2
m

M∑
m=1

[
Y 2

n+1 −
(

1 − rn(ε, μ, pm)
1 + rn(ε, μ, pm)

)2 (
Y 2

n − p2
m

1
μ2

n

)]−1

. (21)

We infer the magnetic permeability μ using the various ray-parameters p based on Eq. (21). Once
we have the magnetic permeability, we can infer the electric permittivity ε, the conductivity σ, and the
thickness d by using only p = 0. From Eq. (21), we find μn+1 for layer n + 1, then we use the value of
μn+1 in Y 2

n+1 from Eq. (20) to find εn+1 for layer n + 1. Once we have the electric permittivity ε and
permeability μ for each layer, we know the propagation velocities inside each layer and can transform
the one-way vertical travel time for p = 0 to depth.

Until now, we have the up-going focusing functions in the dissipative medium and effectual medium,
the travel time, and ε for each layer. The conductivity σ is found as follows. When p = 0, we use the
values for permittivity and permeability into Eq. (20) which results in

f−
1 (zr, zn, 0, τ = td) = rn(ε, μ, 0)

n∏
k=1

e
−σktk

εk , and f−1 (zr, zn, 0, τ = td) = rn(ε, μ, 0)
n∏

k=1

e
σktk

εk , (22)

where tk denotes the one-way vertical travel time from level zk−1 to zk, given by tk = (zk − zk−1) /ck,
and ck denotes the velocity of the layer k given by ck = 1/

√
μkεk. The one-way vertical travel time

tk for each layer can be extracted from the peak values of the up-going focusing function in Eq. (22),
because one peak value of the up-going focusing function is corresponding to a reflector. We divide f−1
by f−

1 and take logarithm of both sides, which gives

Pn = ln
{

f−1 (zr, zn, 0, τ = td)
f−
1 (zr, zn, 0, τ = td)

}
, (23)

where Pn =
n∑

k=0

2σktk
εk

. The conductivity for the (n + 1)th layer is then given by

σn+1 =
(Pn+1 − Pn) εk+1

2tk+1
. (24)

With this last step, the full waveform inversion is complete.
In practice, we do not know the medium parameters. Thus, there is no measure for the quality

of the inversion result. We use the same error criterion that is used in model-driven inversion. In the
τ − p domain, we suggest the global normalized root-mean-square error (GRSE) to estimate the error
between the data, ep,i, obtained from forward modelling using the retrieved medium parameters and
the measured data Ep,i, where ep,i and Ep,i can be the reflection data or transmission data. The GRSE
is given by

GRSEna,nt =

√√√√ na∑
p=0

nt∑
i=1

(ep,i − Ep,i)
2

na∑
p=0

nt∑
i=1

E−2
p,i , (25)

where nt denotes the number of samples in a specific time window, and na denotes the number of
incidence angles used.

7. NUMERICAL RESULTS

7.1. Model without Noise

To illustrate the Marchenko inversion method in a dissipative medium, we use a Ricker wavelet with
250 MHz center frequency, fc. The model consists of a layered medium with 7 reflecting interfaces below
the upper half space. The layered model is given in Table 1. The attenuation for amplitude αA for
a vertically travelling wave is defined as αA = 10log10e

α, which is given in the material parameters
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Table 1. Model parameters.

d (m) εr μr σ (mS/m) σ/(ωcε) αA (dB/m)
0.76 1.00 1.00 0.00 0.000 0.000
0.75 3.50 1.00 3.30 0.067 1.443
0.27 13.1 1.10 10.2 0.056 2.418
0.30 16.3 1.00 18.9 0.083 3.830
0.34 12.8 1.10 13.2 0.074 3.166
0.28 14.8 1.00 9.30 0.045 1.978
0.29 11.1 1.10 9.00 0.058 2.318
0.76 14.0 1.10 6.30 0.032 1.445

table in dB/m together with the value of σ/(ωcε), where ωc = 2πfc. Note again that we assume that
|σμ/[

(
εμ − p2

)
ω]| � 1, which means that εμ should be much larger than p2. As we all know, sinϕ is a

monotonically increasing function between 0 and 90◦, which means that p2 is a monotonically increasing
function on the interval as well. To ensure that |σμ[

(
εμ − p2

)
ω]| � 1 and consider that we can take the

average of multiple values to reduce the inversion error of the magnetic permeability value in Eq. (21),
we take 35 different incidence angles relative to the vertical axis from 0◦ to 34◦ with increments of 1◦.
We show the process to implement Marchenko inversion scheme in this model step by step.

First, we use the method described in Section 5 to obtain the up- and down-going electric wave
fields E± (zr, zs, p, τ) in the dissipative medium and E ± (zr, zs, p, τ) in the effectual medium with a
source at zs and a receiver at zr. The source and receiver depths of these two datasets are zs = −0.76 m
and zr = 0 m. The up-going electric field data in the dissipative medium are shown in Fig. 1(a) and
displayed with a time-dependent gain of exp (0.1 × τ) to emphasize the later arrivals, here the unit of
time is ns. The up-going electric field in the effectual medium is shown in Fig. 1(b). Then we obtain the
impulse reflection response R(zr, zr, p, τ) in the dissipative medium and R(zr, zr, p, τ) in the effectual
medium by deconvolution. Fig. 2 shows one trace (p = 0) for the impulse reflection response convolved
with a 250 MHz Ricker wavelet in the dissipative medium in Fig. 2(a) and in the effectual medium in
Fig. 2(b). A time-dependent gain of exp(0.1 × τ) is used to emphasize the later arrivals in Fig. 2(a).
We use the data in the dissipative medium and effectual medium to construct the data in the lossless
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Figure 1. The up-going component of the electric field data as a function of intercept time and
incidence angle in the first layer: (a) in the dissipative medium; (b) in the effectual medium.
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(a) (b) (c)

Figure 2. One trace (p = 0) for the reflection response: (a) in the dissipative medium, (b) in the
effectual medium, and (c) in the lossless medium. The black arrows indicate the primary reflections.

medium shown in Fig. 2(c). The black arrows indicate the primary reflections. Although the multiples
are weak in the lossless medium, we still cannot obtain the desired inversion results by directly using
the reflection response to implement the inversion scheme by assuming that all events are primary
reflections. We shall compare the inversion results later. Once we get the impulse reflection responses
in the dissipative medium and effectual medium, these datasets are used in the Marchenko equations
to compute the up-going focusing function in both media for all p-values and one-way intercept times
until half the maximum recording time. The values of the last event of the up-going focusing function
in both media at one-way intercept time are extracted and stored in an image as a function of p. Then
we identify the 7 reflectors from the image and pick the image times corresponding to the extrema as a
function of the incidence angle for each reflection event. We use their maximum reflection amplitudes
in the dissipative medium and the effectual medium to compute the local reflection coefficients in the
lossless medium using Eq. (19). Fig. 3 shows the comparison between the estimated local reflection
strengths and the expected values as a function of incidence angle for the 2nd reflector in the dissipative
medium, effectual medium, and lossless medium. No visible differences occur in the estimated value
and expected value.

The following step is that we use the recursive inversion scheme described in Section 6 to compute
the permittivity ε and the permeability μ. Starting at the first reflector, Eqs. (20)–(21) are used to
find the values of the permittivity ε and the permeability μ in the layered medium and obtain the layer
thickness values from the velocities and the one-way travel times.

We then compute the conductivity σ using Eqs. (23)–(24). Here we also compute the inversion
results directly using the reflection response by assuming that all events are primary reflections and
correct for the transmission effects, then compare them with the Marchenko inversion results (Fig. 4).
Fig. 4 shows that Marchenko inversion scheme works well, but the direct inversion scheme does not
work. There are two reasons that we cannot use the raw data shown in Fig. 3 to implement inversion
scheme directly, even the multiples are very weak. The first reason is that if we assume that every event
in Fig. 2 is a primary reflection, the events which actually are multiples would introduce ghost layers.
When the multiples were really weak, their presence would be ignored. However, the multiples that are
not that weak would lead to incorrect layers and incorrect amplitude corrections leading to incorrect
values for ε and μ. The second reason is that our inversion scheme is recursive, which means that the
accuracy of the former layer inversion result shall influence the next layer inversion result.

The associated errors between the Marchenko inversion results and model values (Table 2) are
computed according to following generalized formula err. = 100(Umod −Uinv)/Umod, where U can be εr,
μr, d, or σ, and err. is given in %. The accuracy of the retrieved admittance of each layer is influenced
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Figure 3. The comparison between the estimated local reflection strengths (solid lines) and the
expected values (dashed-dotted lines) as a function of p for the 2nd reflector in the dissipative medium
(yellow solid overlaying a dashed-dotted lines), effectual medium (black solid overlaying a dashed-dotted
lines) and lossless medium (blue solid overlaying a dashed-dotted lines).
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Figure 4. The comparison with the Marchenkon inversion values (red dashed-dotted lines), the
direct inversion values (blue dashed-dotted lines) and the model values (solid black lines): (a) relative
permittivity; (b) relative permeability; (c) conductivity; and (d) thickness.

by the retrieved reflection coefficient. According to Table 2, the largest relative GRSE of the reflection
coefficients occurs in layer 7 which leads to the largest errors of εr and μr occurring in layer 8 where εr is
underestimated by 3.07%, and μr is underestimated by 4.43%. We compute the thickness based on the
velocity in each layer and the one-way travel time leading to the inverse relationship between thickness
error and the velocity error or the estimated one-way travel time error. The largest error occurs in
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Table 2. The errors for inverted model parameters.

layer rGRSE (%) err. (%) − εr err. (%) − μr err. (%) − σ err. (%) − d

1 - - - - -
2 0.40 0.63 0.07 1.71 −0.35
3 0.23 −1.41 −1.70 1.70 1.58
4 0.63 2.10 1.65 −2.38 −1.84
5 0.81 2.14 1.44 2.74 −1.75
6 1.33 0.06 −0.34 2.60 0.14
7 2.91 2.51 0.99 −3.03 −1.72
8 0.90 −3.07 −4.43 - -

the thickness estimation of layer 5, and its thickness is underestimated by 1.84% because the velocity
error in this layer is the largest and overestimated. Eqs. (23)–(24) show a complicated relationship
between the conductivity and other parameters, which means that the inversion result of conductivity
has no simple dependence on the inversion results of the other parameters. The largest error occurs in
the conductivity σ of layer 7 which is underestimated by 3.03%. Notice that we do not compute the
conductivity and thickness of the last layer due to no reflection signal from the last layer.

Finally, to compute the GRSE of the retrieved dataset for different incidence angles and evaluate
the quality of the inversion result, we perform forward modelling using the parameters obtained by the
inversion method to compute the reflection data from above and below and compare the results with
the model values. The GRSE for the up-going wave fields using the incidence angle from 0◦ to 34◦
which are received from above is shown in Fig. 5(a) and the transmission response received from above
in Fig. 5(b). The GRSE sharply rises when the incidence angles are larger than 15◦. To investigate the
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Figure 5. The GRSE of the retrieved dataset for different incidence angles: (a) the GRSE of up-going
wave fields received on the surface, (b) the GRSE of transmission data received on the bottom, and (c)
The relative errors of the reflection coefficients as a function of p for the 3th reflector in the lossless
medium.
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reason of this phenomenon, we found that the relative errors of the reflection coefficients for the 3rd
reflector in the lossless medium increase when ϕ > 15◦. The relative errors of the reflection coefficients
as a function of p for the 3rd reflector in the lossless medium are shown in Fig. 5(c). It shows that one
must take care not to use too large incidence angles because the maximum usable value of p depends on
σ and

√
εμ as we state in Section 2. The GRSE of the up-going wave fields received on the surface for

all datasets is 0.59%. The GRSE of the transmission response received at the bottom for all datasets is
1.43%.

7.2. Model with Noise

To investigate the behavior with noisy data, we use the same source and model as above, but add white
noise to the data. The noise was implemented in slowness-intercept time domain. To accommodate
the effects of additive noise in the actual space-time domain of a measurement, we have used additive
and multiplicative noise. The power signal-to-noise ratio (SNR) for per ray parameter is around 40 dB.
We model the two-sided measured data with noise in the physical dissipative medium and use the
method described in Section 5 to reconstruct data with noise in the effectual medium. We repeat the
inversion with 22 different noise realizations, take the average of all inversion results, and compute
the standard deviation to quantify the amount of variation or dispersion of the inversion results. The
inversion results of the medium parameters and associated errors are shown in Table 3. It can be seen
that the largest errors of all parameters occur in layer 6, where the electric permittivity, conductivity,
and magnetic permeability are all overestimated. This overestimation is caused by the errors of the
retrieved local reflection coefficients. According to Table 3, the errors of the local reflection coefficients,
rGRSE , are below 1% but increase sharply to 1.3% and 2.5% after the fifth interface which affects the
error of the permittivity and permeability in layer 6. Meanwhile, the layer thickness (interface depth)
is underestimated. The largest errors of relative permittivity, relative permeability, conductivity, and

Table 3. The average difference (err. (%)) and standard deviation (STD) for inverted model parameters.

layer rGRSE (err., STD) − εr (err., STD) − μr (err., STD) − c (err., STD) − σ (err., STD) − d

1 - - - - - -

2 0.24 (−0.25, 0.10) (−0.83, 0.03) (+0.62, 0.01) (+0.82, 0.10) (+0.62, 0.02)

3 0.61 (−4.99, 2.92) (−5.33, 0.25) (+9.85, 0.02) (−2.89, 2.28) (+9.85, 0.06)

4 0.63 (+2.57, 5.78) (+2.12, 0.36) (−5.82, 0.02) (−1.08, 6.40) (+5.82, 0.08)

5 1.31 (−0.64, 3.38) (−1.29, 0.29) (+7.71, 0.02) (−0.14, 3.73) (+7.71, 0.09)

6 2.50 (+9.59, 8.74) (+9.29, 0.59) (−7.79, 0.03) (+11.6, 5.46) (+7.79, 0.11)

7 1.41 (−2.25, 3.48) (−3.60, 0.35) (+12.1, 0.03) (−5.76, 2.99) (+12.1, 0.09)

8 - (+6.53, 16.8) (+5.29, 1.31) (−26.5, 0.03) - -

Table 4. The errors for inverted model parameters.

layer err. (%) − εr err. (%) − μr err. (%) − σ err. (%) − d

1 +5.13 −0.87 - -
2 +3.36 −0.41 +3.95 −1.44
3 −1.06 −3.03 −5.73 +2.10
4 −7.35 −8.63 −2.42 +8.68
5 −4.82 −6.12 −6.21 +5.79
6 −5.26 −5.98 −7.98 +5.95
7 −4.70 −5.60 +4.52 +5.43
8 - - - -
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thickness are 9.6%, 9.3%, 11.6%, and 12.1%, respectively. Most of the relatively large errors occur in
the last 3 layers. To decrease the errors of these layers, we implement the Marchenko inversion scheme
again but from the bottom and up to the first layer. Because the relative permittivity of the bottom
layer is 14, the velocity in this layer shall be much smaller than the velocity in the first layer (i.e., the
air), and we put the source 0.1 m below the receiver. We use the same method as above to add around
40 dB random white noise to the data and perform the same analysis as above. We take the average
of all inversion results and compute the errors between the average values and the model value. The
errors for inverted model parameters are shown in Table 4. We observe that due to the noise, the errors
of the retrieved local reflection coefficients increase compared with the results of the noise-free model.
The inversion scheme shall not work if the noise is too large.

8. CONCLUSION

Electric and magnetic field data measured at two sides of a horizontally layered dissipative medium
can be used to create up- and down-going electric fields at one side of the medium and its effectual
counterpart. These datasets can be used in the Marchenko redatuming scheme. This scheme gives local
reflection coefficients with the attenuation in propagation still present in the dissipative medium. In the
effectual medium, the same reflection coefficients are retrieved but with the effectuation in propagation
still present. Multiplication of these two results gives information on the reflection coefficients from
which electric permittivity and magnetic permeability are retrieved. Division of these results gives
information on the attenuation from which the conductivity is retrieved using the obtained permittivity
values. Using the computed velocities and arrival times the layer thicknesses are computed. The full
waveform inversion is performed by a sequence of linear operations on the data. The numerical example
shows that the method is robust for noise levels up to 40 dB of power SNR.

The method is suitable for laminated structures that are accessible on two sides. In the field, it
can possibly be used in cross borehole GPR investigations. Extension of the method to 2D and 3D is
open for investigation.
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