
Progress In Electromagnetics Research M, Vol. 91, 197–211, 2020

Transformer Fault Diagnosis Model and Method Based on DBNI
in Photoelectric Sensors Diagnosis System

Xuewei Zhang1, 2, *, Hanshan Li2, Liping Lu2, and Xiaojuan Sun2

Abstract—In order to improve the efficiency of transformer fault diagnosis and monitoring in power
systems, and to realize fault diagnosis of unmanned remote adaptive transformer equipment, we present
a method of multi-sensor and multi-direction optical image integrated monitoring in this paper. By
monitoring and collecting transformer fault information combined with the changing characteristics of
transformer temperature and electrical signals, we establish a transformer calculation model based on
multi-level fault and multi-characteristic parameters. According to the characteristics of transformer
faults, we use a deep belief network identification (DBNI) algorithm for the transformer and construct
the training samples of the transformer diagnosis model using an optimum weight fusion algorithm. The
experimental results show that the DBNI model can fully explore the characteristics of large samples,
analyze multiple faults information, and extract the hidden features of fault samples. The DBNI model
has higher fault diagnosis accuracy than a BP neural network and a single DBN without data fusion
and SVM. The DBNI’s fault diagnosis accuracy reaching 99.45%. The experimental results show that
this model has good robustness of interference ability and can be used intuitively to carry out remote
on-line unattended transformer fault diagnosis and information feedback.

1. INTRODUCTION

In recent years, the rapid development of intelligent transformers has played a very important role in
smart grids’ structure. Because of transformers’ complex and changeable working conditions, complex
faults, and high incidence rates, the maintenance cost of transformers is high. Therefore, timely and
effective fault prediction for transformer windings and other key components has become an important
way to improve the reliability of transformer operation and reduce maintenance costs [1, 2]. In view of
the huge amount of transformer data, mining the rules and characteristics and transforming them into
fault detection and state analysis of key transformer components has become a key research area [3, 4].

At present, in transformer diagnosis, dissolved gas-in-oil analysis (DGA) and three-ratio algorithm
are mostly used. In [5], a DGA and a deep belief network (DBN) are used to diagnose transformer
faults. In [6], based on DGA technology, the k-nearest neighbor (KNN) algorithm and classification
and regression trees (CART) algorithm are used to build a transformer fault diagnosis model based on
a single intelligent algorithm. However, for existing transformer faults, traditional methods still have
some shortcomings. The main ones are that the three-ratio algorithm lack of coding and the coding
boundaries are too absolute; DGA algorithm cannot monitor in real time; and the degree of intelligence
is not high. Reference [7] adopts a multi-sensor fusion algorithm to measure the transformer’s state
temperature information, and the measurement error is small, at the same time, which has a fast
detection speed.
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According to the conclusion of [7], in this paper we use temperature information and discharge signal
information fusion to diagnose transformer faults. At the same time, we combine these with a deep
belief network to build a transformer fault diagnosis system based on deep belief network identification
(DBNI). Based on the original DBN [8, 9], in this paper we improve the training sample data and model,
analyze the characteristic rules of the transformer data, extract the transformer state detection value,
and realize fault detection. Then, we test and analyze the performance of the DBNI-based transformer
fault diagnosis method using sample data obtained from a project site and compare our method with
fault diagnosis methods based on artificial neural networks [10] and SVMs [11, 12].

2. DEEP BELIEF NETWORK IDENTIFIER AND DIAGNOSIS MODEL ON
TRANSFORMER

2.1. Transformer Diagnosis Method in Photoelectric Sensors Diagnosis System

Photoelectric sensor diagnostic systems are composed of multiple infrared temperature sensors, discharge
circuit sensors, and computer processing modules. Figure 1 shows the diagnosis testing diagram of a
photoelectric sensor diagnostic system.

In Figure 1, the infrared temperature sensor and discharge circuit detection module are used to
monitor the temperature and discharge signal of the transformer. The infrared temperature sensor is
used to obtain the temperature of different parts of the transformer, and the discharge circuit detection
modules are installed on the wall of the transformer box to obtain partial discharge signal information.
Based on this platform, we use a deep belief network identifier to diagnose transformer faults.

In Figure 1 and the corresponding Figure 2, the infrared temperature sensors monitor the
transformer fault from different angles of the transformer. The discharge circuit detection modules
are installed on 6 different positions of the transformer, and each sensor can monitor the position

Infrared imager
   sensor 1#

Infrared imager
   sensor 3#

Unit space transformer distribution
C

C

Discharge circuit
     sensor #1

... Discharge circuit
     sensor #3

Discharge circuit
     sensor #4

Discharge circuit
     sensor #6

C

C

Infrared imager
   sensor 3#

Infrared imager
   sensor 6#

RBM processing modules

Figure 1. The testing diagram of a photoelectric sensor diagnostic system.
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Figure 2. Transformer fault detection based on multi-sensor fusion.

information at t, as shown in Figure 2. In the photoelectric multi-sensor information acquisition system,
the uncertainty of the measured data is caused by the influence of sensor precision, transmission errors,
environmental noise, and interference. In Figure 2, we use photoelectric multi-sensor data fusion to
diagnose transformer faults.

2.2. Deep Belief Network Identifier Model

A deep belief network identifier (DBNI) is an improved deep belief network (DBN). A deep belief
network (DBN) is a generative structural graph model with multiple hidden layers. It is composed of
several Restricted Boltzmann Machines (RBM) and a BP neural network stack. An RBM is a two-layer
recurrent neural network. Random binary inputs and outputs are connected using symmetrical weights,
as shown in Figure 3.
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Figure 3. RBM structure.

For a given set of states (v, h), the joint allocation energy function of the visible and hidden
elements is:

E(v, h|θ) = −
n∑

i=1

aivi−
m∑

j=1

bjhj −
n∑

i=1

m∑
j=1

viwijhj (1)
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In Eq. (1), θ = (w, a, b) is the parameter of the RBM model [13]; vi and ai are the state and offset
of the ith visible unit, respectively; hj and bj are the state and offset of the jth hidden unit; and wij

is the connection weight between the ith visible unit and the jth hidden unit. The state probability of
the RBM obeys the regular distribution.

Based on Eq. (1), the joint probability distribution of any group (v, h) can be obtained using
Equation (2).

P (v, h|θ) =
1

Z(θ)
exp(−E(v, h|θ)) (2)

In Eq. (2), Z(θ) =
∑
v,h

exp(−E(v, h|θ)) is a normalization factor. The activation probability of the

jth neuron in the hidden layer is expressed by Equation (3).

P (hj=1|v, θ) = δ

(
bj +

∑
i

wijvi

)
(3)

In Eq. (3), δ is the sigmoid activation function.
Similarly, when the state h of a hidden unit is given, the activation states of the visible units are

independent of each other, so the activation probability of the ith visible unit is:

P (vi = 1|h, θ) = δ

⎛
⎝ai +

∑
j

wijhj

⎞
⎠ (4)

For a training sample set with capacity S, S = {v1, v2, . . . , vs}, by maximizing the logarithmic
likelihood function L(θ) of RBM on the input training set to obtain the model parameter θ, we can fit
the training data set, that is, the hidden layer can be used as the feature of the visual layer data, as
expressed through Equation (5).

θ∗ = arg max
θ

L(θ) = arg max
θ

s∑
k=1

log P (vk|h, θ) (5)

To train an RBM, the logarithmic likelihood function is derived from parameter θ of the model.
The derivation method is based on the contrastive divergence (CD) algorithm.

∂ ln(L(θ, v))
∂θ

=
∂
∑

ln Pθ(v)
∂θ

=
∑{

EPθ(h|v)

[
−∂Eθ(v, h)

∂θ

]
− EPθ(v,h)

[
−∂Eθ(v, h)

∂θ

]}
(6)

In Eq. (6), EPθ(h|v)[−∂Eθ(v, h)/∂θ] represents the expectation of −∂Eθ(v, h)/∂θ in probability
P (h|v).

If v describes the visual state of the original data of the likelihood function, EPθ(h|v)[−∂Eθ(v, h)/∂θ]
expresses the expected value of the partial derivative of the energy function of the original data under
its own distribution. For this reason, partial derivatives of w, a, and b are obtained using Eq. (6). The
update criterion of θ = {w, b, a} is determined by fast gradient ascent method as:

Δwij = ε{〈vihj〉Pθ(h|v) − 〈vihj〉recon} (7)
Δbi = ε{〈vi〉Pθ(h|v) − 〈vi〉recon} (8)
Δaj = ε{〈hj〉Pθ(h|v) − 〈hj〉recon} (9)

Here, ε is the learning rate; 〈•〉Pθ(h|v) is the expectation of the partial derivative under the Pθ(h|v)
distribution; and 〈•〉recon is the expectation of the partial derivative under the reconstruction model
distribution [14].

After the pre-training is completed, each RBM layer obtains the initial parameters, which constitute
the preliminary framework of the DBN. Then, the DBN needs to be tuned to further optimize the
parameters of the network layer, which makes the discriminant performance of the network better [15].
Compared with the BP neural network, the training speed is faster, and the convergence time is
shorter [16].
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Figure 4. DBNI model.

Based on this, we construct the deep belief network identification (DBNI) model, which is composed
of several layers of RBM stacked at the bottom, while the top layer is added to represent the last layer
of the expected output variable, namely the identification layer, as shown in Figure 4.

This method uses a large number of unlabeled samples in the project site for pre-training and model
parameter optimization and a small number of labeled samples for further optimization, which solves
the problem of transformer fault classification effectively and improves the accuracy of fault diagnosis.
Finally, the method is validated using an engineering example and comparing the fault diagnosis method
with BPNN and SVM.

The BPNN constructed is a three-layer network model, which has an input layer, a hidden layer,
and an output layer [17]. The input of the model is 6 sensor values, so it has 6 neuron nodes. As
shown in Figure 1, the infrared temperature sensors are the input layer. The output of the model is the
probability value of the samples belonging to the above six states, so the output layer is 6 neuron nodes,
while the number of neuron nodes in the hidden layer is set to the empirical value of 100. The DBNI
presented in this paper is used to identify Iris, which is a typical classification data set. The network
parameters W , a, and b are initialized as small random values obeying the Gauss distribution, and the
initial learning rate ρ is set to 0.1.

For the SVM method, because one SVM can only give two classification results, in this paper we
use four SVM classifiers. The classification process is represented by a binary tree as shown in Figure 5.

Here, the fault types are divided into five states: normal, medium low temperature overheating,
high temperature overheating, low energy discharge, and high energy discharge. For SVM 1 classifiers,
when the output is 1, it is diagnosed as normal state, while when the output is −1, it is diagnosed as a
fault state. The classifiers are independent of each other and can work in parallel.

BPNN, SVM, and DBNI were used to identify Iris from typical data sets. The maximum number
of iterations of BPNN training was 2500, and the learning rate was 0.01. The regularization coefficient
of the SVM was 500, and the kernel function parameter was set to 0.5. The initial learning rate of
DBNI was 0.1, in the network, the number of RBM layer is 6. The performance of the three methods
on different training sets is shown in Table 1.

As can be seen from Table 1, when the number of training samples is small, the average accuracy
of the identification results of DBNI is basically the same as that of SPNN and SVM. With the increase
of the number of training samples, the average recognition rate of DBNI is higher than that of BPNN
and SVM.

In order to make the experiment more convincing, we added another group of experiments, as
shown in Figure 6.

In Figure 6, in the test, we found that with the increase of training set and model network layer
number, the average diagnostic accuracy of the DBNI fault diagnosis method increases, and the growth
trend will gradually slow down. However, the average diagnostic accuracies of BPNN and SVM remain
unchanged after the number of samples in training set reaches about 200, so it is difficult to improve
the value of their parameters.
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Figure 5. Fault diagnosis model based on SVM.

Table 1. BPNNSVM and DBNI identification case on the different.

Algorithm Training set Test set Average accuracy
BPNN 40 20 72.37%
SVM 40 20 77.69%
DBNI 40 20 75.31%
BPNN 80 20 82.23%
SVM 80 20 86.45%
DBNI 80 20 88.71%
BPNN 120 20 89.11%
SVM 120 20 90.37%
DBNI 120 20 93.19%

3. TRANSFORMER FUSION FAULT DIAGNOSIS ALGORITHM BASED ON DBNI

3.1. Transformer Fault Diagnosis Model Based on DBNI

Based on the second part, we apply the DBNI algorithm to diagnose transformer faults.
Table 2 shows their respective codings.
Transformer fault diagnosis is a multi-layer identification task. The diagnosis results are divided

into six types: normal, medium low temperature overheating, high temperature overheating, partial
discharge, low-energy discharge, and high-energy discharge.

The processing flow of transformer fault data based on DBNI is shown in Figure 7.
The input of the DBNI model is the discharge signal and temperature value monitored by

photoelectric sensors on-line (after fusion and standardization), as shown in Figure 1. After the top-
level of the model, the Softmax classifier outputs the probability of fault state. For example, medium
low temperature overheating fault probability is 80%; high temperature overheating fault probability is
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Table 2. Transformer status codes.

Transformer condition Code
Normal (000001)

Mid low temperature overheating (000010)
High temperature overheating (000100)

Partial discharge (001000)
Low energy discharge (010000)
High energy discharge (100000)

12%; low energy discharge failure probability is 8%.
Figure 8 shows the transformer fault diagnosis model based on DBNI, which combines the DBN

model with the data fusion model based on the optimum weighted algorithm. In the data fusion model,
we fuse the data collected by each sensor. Then, we extract the performance parameters of the fault
samples from the DBNI model, and the transformer fault analysis results are obtained.

3.2. Fusion of Transformer Fault Information Based on Multi-Sensor

According to Figure 1, collect real-time data of transformer and recorded as xi. According to Figure 2,
perform data fusion calculation on xi, then we get x̂. Take x̂ as the input data of Figure 8. The process
of optimized weighted fusion algorithm is as follows.

We refer to the variance of the n sensors as σ2
1 , σ

2
2 , . . . , σ

2
n, respectively. The true value to be

estimated is x. The measured values of each sensor are x1, x2, . . . , xn. Suppose that x1, x2, . . . , xn are
independent of each other and that x is an unbiased estimate namely,

Ex̂ = E

[
n∑

i=1

gixi

]
= E [g1x1 + g2x2 + . . . + gnxn]

= g1Ex1 + g2Ex2 + . . . gnExn = (g1 + g2 + . . . gn)x = x (10)

The observation equation of the n sensors for a certain system state is

Z = Lx + e (11)

In Eq. (11), x is a one-dimensional state variable, and Z is an n-dimensional measurement vector,
where Z = (z1, z2, . . . , zn)T , L is a known n-dimensional constant vector. Suppose L = (11, . . . , 1)T , and
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Figure 7. Data processing flow based on DBNI.

e is the n-dimensional measurement noise vector, which contains the internal noise and environmental
interference noise of the sensor, where e = (e1, e2, . . . , en)T

E[ei] = 0 i = 1, 2, . . . , n (12)
E[e2

i ] = E[(x − yi)2] = σ2
i i = 1, 2, . . . , n (13)

In Eq. (13), σ2
i is the measurement variance of the ith sensor. The n sensors are divided into m

groups, denoted by Z1 = (z11, z12, . . . , z1n1), Z2 = (z21, z22, . . . , z2n2), . . ., Zm = (zm1, zm2, . . . , zmnm).
The average value measured by each group of sensors is

zi =
1
ni

ni∑
j=1

zij i = 1, 2, . . . ,m (14)

The random weighted estimates of each group of measurements in the system observation
Equation (11) can be described as follows:

Z = Lx + e (15)

In Eq. (15), ‘Z’ (which has m dimensions) is the random weighted vector of each group of sensor
measurements.
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Figure 8. Transformer fault fusion diagnosis and identification model based on DBNI.

We denote Z = (zi, zi, . . . , zi), and L is a known m-dimensional constant vector. L = (11, . . . , 1)T ,
e is a random weighted vector of m-dimensional measurement noise. e = (e1, e2, . . . , em)T , in which

ei =
ni∑

j=1

gjeij , i = 1, 2, . . . ,m (16)

gj is a random weighting factor. From Equation (12) we can deduce

E[ei] = 0 i = 1, 2, . . . ,m (17)

If we assume that the total variance is σ2, then

σ2 = E[(x − x̂)2] = E

[
n∑

i=1

gix −
n∑

i=1

gixi

]2

= E

⎡
⎣ n∑

i=1

g2
i (x−xi)2 + 2

n∑
i=1,j=1,i�=j

(x−xi)(x − xj)

⎤
⎦ (18)

In Eq. (18), gi is a random weighting factor. The equation satisfies
n∑

i=1
vi = 1. Because x1, x2, . . . , xn

are independent of each other, and xi is an unbiased estimate of x, that is Ex̂i = x,

E(x − xi)(x − xj) = 0 i = 1, 2, . . . , n, j = 1, 2, . . . , n, i �= j (19)

So σ2 can be expressed as

σ2 = E

[
n∑

i=1

v2
i (x−xi)2

]
=

n∑
i=1

v2
i σ

2
i (20)

In Eq. (20), σ2 is the variance of each sensor.
Equation (20) shows that the total variance σ2 is a quadratic function of multiple variables with

random weighting factors gi. The minimum value of σ2 is obtained by the extremum theorem of
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multivariate functions and denoted as σ2
min.⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
σ2

min = min

[
n∑

i=1

g2
i σ

2
i

]
n∑

i=1

gi = 1
(21)

When the total variance σ2 is minimized using Eq. (20), the optimal random weighting factor is
∗
gi =

1[
σ2

i

n∑
i=1

1
σ2

i

] i = 1, 2, . . . , n (22)

We collect transformer fault sample data to build a training matrix, a sample label matrix, and a
test sample matrix. The sample matrix is a p ∗ q matrix, where q is the number of state parameters.
According to the data fusion algorithm, the sample data are fused to obtain more accurate data. To build
a DBNI network, we set the number of network layers and the number of nodes, where the maximum
number of nodes is 2

√
pq + q, and the initial state parameter is set to its minimum value. After that,

RBM training and the BP neural network are used to optimize the model parameters. Finally, DBNI
training is completed, and the diagnostic results are output. The accuracy rate is obtained by comparing
the diagnosis result with the actual diagnosis result.

The specific implementation steps of the proposed DBNI-based transformer fault diagnosis method
are shown in Figure 9.

Begin

  Collect photoelectric
sensor 1-6# information

   CD algorithm
prediction training
         model

Based on optimum
    weight fusion

optimization model
   of BP algorithm

Fault type division and
              coding

     Diagnostic
performance test

End
Construct DBNI fault
    diagnosis model

Figure 9. Flow chart of transformer fault diagnosis based on DBNI.

In this paper, we test the diagnostic performance of the DBNI fault diagnosis method using a
transformer fault example. See Section 4 for detailed test results.

4. COMPUTATION AND EXPERIMENTAL ANALYSIS

3000 sets of oil-immersed power transformer temperature values in several engineering sites during a
certain period of time before and after transformer faults were used as the pre-training set, and 600
sets of transformer electrical experimental data were used as the optimization set. The training/test set
were sized using a 4 : 1 ratio. The fault factor was set to 0.1–0.5, and 20 samples were simulated every
0.1. The transformer fault analysis method based on DBNI was tested as follows.

1) Table 3 shows the temperature information at 6 locations of the oil-immersed power transformer
in Figure 1, where S1–S6 represent the 6 temperature sensors, according to Figure 1. The temperature
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Table 3. Temperature values at different positions of transformers.

Order number S1 S2 S3 S4 S5 S6
1 102.2 102.4 103.5 103.7 102.8 102.9
2 97.8 97.3 97.8 96.9 975 97.2
3 36.8 36.9 37.6 37 37.3 37.2
4 51.1 51 51.7 52.1 51.4 51.9
5 49 48.7 49.3 49.9 49.4 48.9
6 63.2 63.3 64.1 63.3 63.9 63.4

values of the 6 sensors at the 6 locations were obtained through measurements of sensors. Suppose that
the measurement noise of the six sensors is uncorrelated, and white noise variance is 0.04, 0.04, 0.06,
0.06, 0.02, and 0.02, respectively.

We take a temperature sensor as an example to discuss the data fusion of sensors.
Based on Equations (10)–(22),

e11 = −1.3833, e12 = −0.1833, e13 = 0.9167,
e14 = 1.1167, e15 = 0.2167, e16 = −0.6833

eij =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−0.7166 −0.5167 0.5833 0.7833 0.1167 −0.0167
0.3833 −0.1167 0.3833 −0.5167 0.0833 −0.2167
−0.3333 −0.2333 0.4667 −0.1333 0.1667 0.0667
−0.4333 −0.5333 0.1667 0.5667 −0.1333 0.3667
−0.2000 −0.5000 0.1000 0.7000 0.2000 −0.3000
−0.3167 −0.2167 0.5833 −0.2167 0.3833 −0.1167

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

∗
gi = [ 0.0864 0.1037 0.0877 0.0542 0.3721 0.3266 ]T

e1 =
ni∑

j=1

∗
gj e1j = 0.0161 e2 = −0.0132 e3 = 0.0645 e4 = 0.0228 e5 = −0.0460 e6 = 0.0941

σ2
1 = 0.1833 σ2

2 = 0.1527 σ2
3 = 0.1805 σ2

4 = 0.2927 σ2
5 = 0.0445 σ2

6 = 0.0507

According to the above calculation, the input values in Figure 7 are

x̂1 = x̄1 + e1 = 102.9167 + 0.0161 = 102.9328

Similarly, the other 5 data fusion result sets are 97.4035, 37.1978, 51.5561, 49.154, and 63.6117,
respectively.

We selected fifteen groups of sample data and simulated with MATLAB. Figure 10 shows the
distribution of the measurement error using the optimum weighted fusion algorithm and a set of sensor
information data.

From the calculation results, it can be seen that the sensor fusion error is less than that of single
sensor measurements.

2) Relationship between fault identification, RBM layers, and pre-training sets of DBNI.
Figure 11 shows the calculation of DBNI-based transformer fault diagnosis for different numbers of

RBM layers, while Figure 12 contains the results of the transformer fault identification cases on different
RBM layers and pre-training sets.

When testing the number of different RBM training layers for the 3000 transformer temperature
values, it can be seen from Figure 11 that when the number of RBM training layers is 3, the average
accuracy of fault diagnosis is already high. Figure 12 shows that with the increase of the number of
RBM layers, the accuracy rate increases and grows slowly when the pre-training layer is fixed.
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Figure 11. Transformer fault diagnosis based on
DBNI with different RBM layers.

3) Relationship between structural network and reconstruction error of DBNI.
We consider the transformer’s temperature detection as an example. The temperature signals

collected by the photoelectric temperature sensors of 6 different bands were selected to construct a total
of 6 DBNI networks with 3, 3, 4, 4, 5, and 5 layers, respectively. The total reconstruction errors of the
samples were obtained by substituting all the training samples, as shown in Table 4.

Table 4. DBNI network structure and reconstruction error.

DBNI network structure Reconstruction error
[6, 6, 8, 6] 0.072
[6, 8, 10, 6] 0.048

[6, 8, 9, 10, 6] 0.063
[6, 8, 10, 11, 6] 0.023

[6, 8, 9, 10, 12, 6] 0.038
[6, 6, 8, 10, 12, 6] 0.049
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Figure 12. Transformer fault identification case
on different RBM layers and pre-training sets.
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Figure 13. The distribution on BPNN error.
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Figure 14. Reconstruction curve with 10 hidden
layers.
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Figure 15. Reconstruction curve with 400
hidden layers.

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
0 50 100 150 200 250

Number of nodes

Fe
at

ur
e 

ex
tr

ac
ti

on
ab

ili
ty

Figure 16. Reconstruction curve with 700 hidden layers.

From Table 4, it can be seen that the DBNI network with the network structure of [6, 8, 10, 11,
6] has the smallest reconstruction error, which shows that the network structure can more accurately
mine features hidden in the performance parameters.

The error curve of the BP neural network can be obtained by reverse adjustment of labeled samples,
as shown in Figure 13. The error of the BP neural network reflects the matching degree between the
hidden features of the state parameters and the fault types. The error of the BP neural network is the
sum of the standard deviation between the eigenvalues of all training samples and fault types.

Figure 13 shows the relationship between the error of the BP neural network and the number of
iterations. As can be seen, the BP neural network error is very large at the beginning of training, and
the sample error is greatly reduced at about 2000 iterations. After 30,000 operations, the final BP error
is only 0.39, which meets the requirements.

4) Effect of the number of hidden layer nodes on feature extraction ability of DBNI.
Experiments were carried out on 10, 400, and 700 nodes, respectively, as shown in Figures 14–16.

The dashed lines represent reconstructed data, and the solid lines represent raw data.
It can be seen from Figure 16 that with the increasing number of network nodes, the coincidence

degree between the reconstructed curve and original curve increases, as is RBM’s ability to extract
features from original data.
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5) DBNI fault fusion diagnosis results.
We selected the DBNI fusion diagnostic network model with network structure [6, 8, 10, 11, 6] and

simulated 600 test samples with fault status labels, with 100 samples from each fault type. To test the
model’s robustness to interference, the fault factor was set from 0.1 to 1.0. We then substituted the
test sample into the fusion fault diagnosis model, compared the fault fusion diagnosis result with the
fault state label, and then obtained the accuracy rate of the fusion fault diagnosis.

Next, test samples were substituted into the fusion fault diagnosis model based on DBNI and
compared with the BP neural network and single DBN, calculating the accuracy rate of these algorithms.
It can be seen that the accuracy rate of the fusion fault diagnosis model based on DBNI is 99.45%,
which is slightly higher than that of the DBN model without data fusion. This shows that the model
can improve the robustness to interference effectively and has a higher accuracy rate of fault diagnosis
through the DBNI fusion diagnosis model.

5. CONCLUSIONS

This paper establishes a fusion fault diagnosis model based on DBNI. This model has simple structure
and clear inputs and outputs. First, the state parameters of fault samples are fused with confidence
data, and then the DBNI algorithm is used to identify multiple fault classifications and obtain the final
diagnosis results.

(1) Compared with BP neural network and single DBN and SVM, the DBNI model has higher fault
diagnosis accuracy. For example, the accuracy rate of fault diagnosis for transformer winding
temperature is 99.45%.

(2) The DBNI method in this model can fully explore the characteristics of large samples, analyze
multiple faults, and extract the hidden features of fault samples.

(3) The model uses the DBNI algorithm based on optimum weighted fusion to eliminate the accidental
errors in the classification results of DBN faults. The experimental results show that this model
has good robustness to interference.
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