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Abstract—A particular challenge encountered in designing massive MIMO systems is how to handle the
enormous computational demands and complexity which necessitates developing a new highly efficient
and accurate approach. Considering the large antenna array employed in the Base-Station (BS), in
this work, we present a new paradigm to significantly reduce the simulation runtime and improve the
computational efficiency of the combined rigorous simulations of the antenna array, 3-D channel model,
and radiation patterns of the User Equipment (UE). We present an approach for evaluating a closed-loop
massive MIMO channel capacity using 3-D beamforming to take advantage of spatial resources. The
approach subdivides an M × N array at the BS into columns, rows, rectangular, or square subarrays,
each consisting of a sub-group of antenna elements. The coupling is rigorously taken into account
within each subarray; however, it is ignored among the subarrays. Results are demonstrated for a
dual-polarized microstrip array with 128 ports. We consider simulation runtimes with respect to two
different propagation environments and two different Signal-to-Noise-Ratios (SNRs). It is shown that
the maximum difference in the closed-loop capacity evaluated using rigorous electromagnetic simulations
and our proposed approach is 2.4% using the 2×(8×4) approach for both the 3-D Channel Model in the
3rd Generation Partnership Project (3GPP/3D) and the 3-D model in the independent and identically
distributed (i.i.d/3D) model with a 46% reductional in computational resources compared with the
full-wave antenna array modeling approach.

1. INTRODUCTION

Rigorous Computer-Aided simulation tools have become common in academia and industry to accelerate
the design and optimization of MIMO systems [1]. Rigorous simulation of an antenna array in the BS
becomes tremendous for massive MIMO systems due to the size of the antenna array. The objective of
the research reported in this paper is to keep the computational costs at a minimum while preserving the
accuracy of the capacity achieved using 3-D radiation patterns for the co- and cross-polarized radiation
patterns of the antenna array at the BS and UE, as well as their scattering parameters using 3-D
statistical channel models.

MIMO channel capacity analyses for different MIMO channel environments received considerable
research efforts [2–11], while the effects of mutual coupling on capacity have been recently reported in
the literature [12–17]. Furthermore, the capacity of MIMO systems has been optimized in [18–20] by
adjusting the space among the antenna elements of a linear and rectangular array at both the transmitter
and receiver ends.

Most traditional channel models such as the 3GPP spatial channel model (SCM) [21] are focused on
2D propagation in the azimuthal plane where the elevation dimension is not considered [22]. By taking
the effect of the elevation angle into consideration, a 3-D channel model was developed for a complete
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and more accurate channel description [23–26]. In order to make it compatible with the actual radio
wave propagation environments, efforts should be made in channel modeling that account for the impact
of the channel in both the elevation and azimuth dimension. This has resulted in what is known as 3-D
MIMO or full dimension MIMO (FD-MIMO) [16, 27–29].

In [27], a comprehensive review is provided on existing 3-D channel models for 3-D beamforming for
a single user MISO system where the radiation patterns and scattering parameters of the transmitting
antenna are determined using a full-wave approach. Single- and multi-cell scenarios have been reported
in [11] which revealed that 3-D beamforming helps to maintain coverage for single-cell and improve
cell-edge users’ throughput and spectral efficiency for multi-cell systems. On the other hand, in [12],
different beamforming methods have been reported and showed enhanced capacity in the macrocell-
assisted small cell networks. The performance of different 3-D beamforming strategies with 2-D massive
antenna array deployment in cellular networks has been reported in [13]. Recently, the research reported
in [15, 30, 31] presented a theoretical model for estimating the uplink capacity using Shannon formula
in a realistic 3-D millimeter-wave scenario.

The challenge appears in 3-D beamforming when analyzing MIMO systems and evaluating the
channel capacity where the number of elements in the BS array is massive requiring excessive
computational resources including CPU and RAM. In a previous paper [32], we have reported an
algorithm to reduce the computational demands of open-loop massive MIMO systems in which the
antenna array at the BS is divided into a pattern of sub-arrays. The algorithm achieved close to 83%
reduction in computational time using 8×8 array with a maximum deviation of 7.6% in the capacity as
compared to full-wave rigorous approach. In this paper, we extend and apply the model reported in [32]
to a more challenging problem of closed-loop massive MIMO systems that can be used to accelerate
the simulation runtime of the closed-loop capacity of massive BS antennas during the initial design and
optimization phase using different beamforming algorithms and/or investigating the effects of errors in
Channels State Information (CSI) where our proposed approach allows affordable computing resources
while maintaining reasonable accuracy in outdoor channel environments. It should be emphasized that
unlike open-loop MIMO systems, the transmitting vector from the BS in closed-loop MIMO systems
involves multiplying the 3-D radiation pattern of each component of the dual-polarized electric field
vector radiated from every element by the weight that depends on the CSI. The main contribution of
this paper is to test the validity of our algorithm for various scenarios represented by the 3GPP/3D
and the i.i.d/3D channel models accounting for different complex weight factors given that the mutual
coupling among sub-arrays is ignored which will consequently affect the radiation pattern of the single
element which may be amplified when being multiplied by random beamforming weights.

The proposed approach does not require high computational resources, and as will be shown
in the rest of this paper, provides results that are close to those obtained using full-wave rigorous
electromagnetic simulation techniques. When the number of elements in the array increases, rigorous
electromagnetic simulations become a challenging issue, particularly when multiple parametric studies
are required to investigate the effects of mutual coupling, array geometry, and relative orientation in
situations involving rapid changes in CSI. Four approaches are introduced in this paper where the closed-
loop capacity is calculated for each using the system-level software package MIMObit [33] which is based
on an exact electromagnetics formulation for coupling the scattering parameters and 3-D polarimetric
radiation patterns of the multiple antennas at the transmitter and receiver sides with various channel
models [34, 35] using the active-electric field formulation [36].

The approach proposed in this paper is used to estimate the average closed-loop channel capacity
of a microstrip patch antenna array with 128 ports operating at 2.5 GHz with 300 MHz bandwidth using
the beamforming algorithm introduced in Section 2. It is shown that the (2× (8×4)) approach provides
better accuracy (97.6% and 97.9%) than that obtained from a full-wave approach using the 3GPP/3D
and i.i.d/3D channel models, respectively. This is lower than the accuracy attained for the case of
open-loop MIMO reported in [32]. Moreover, the (8 × (1 × 8)) model achieves reduction of 67% and
83% in computational time, respectively, as compared to the full-wave approach which is also less than
the results reported in [32]. In describing the various approaches, we have used the convention where
the numbers in the inner parentheses indicate the size of the subarray, and the single number outside
denotes the number of subarrays (see Figure 9).

A dual-polarized patch antenna is designed using two vertically stacked rectangular patch elements
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as the basic radiating element operating in a frequency band from 2.4 GHz to 2.7 GHz, covering ISM-
Europe, LTE Europe, and LTE US. A planar array of 128 dual-polarized ports is next assembled to
work as a BS array which has an inter-element spacing equal to half free-space wavelength at 2.5 GHz
(port-to-port) corresponding to 30 mm (0.25λo) edge-to-edge.

The first approach uses a full-wave electromagnetic simulation of the whole antenna array using CST
Microwave Studio [37] which is considered as the benchmark or rigorous full-wave approach to compare
against the results obtained from the proposed approach. For the rest modeling approaches, the antenna
array is subdivided into 8, 4, and 2 subarrays, respectively, where only one subarray is simulated using
CST Microwave Studio to capture the coupling among 8, 16, and 32 elements, respectively. Next, the
subarray for each approach is duplicated adjacent to each other to form the array with 128 ports.

It should be noted that when the antenna array is divided into subarrays, the mutual coupling
among the subarrays is not taken into consideration in MIMO capacity calculations. It is our intention
to show that this does not significantly affect the beamforming as far as the capacity is concerned.

The remainder of this paper is organized as follows. Section 2 presents the beamforming system
model used in closed-loop MIMO capacity calculations. Section 3 presents the dual-polarized antenna
array and the proposed simulation scenarios for the MIMO system. In Section 4, the modeling aspects
of the proposed approach is reported. Section 5 presents the results and discussions where all results
reported in this paper have been obtained from simulations CST Microwave Studio and MIMObit.
Finally, conclusions are summarized in Section 6.

2. SYSTEM MODEL

Closed-loop Massive MIMO systems aim at improving the robustness of data transmission and increase
data rates for a large number of users in a single cell without increasing the transmitted power and/or
bandwidth. The input-output relationship for a MIMO system with an M-accessible port at the
transmitter and an N-accessible port at the receiver is expressed as [38]:

y = Hx + n (1)

where H ∈ CN×M is the channel matrix whose entries have the magnitude and phase information of
all the propagation paths of the clusters between the M transmitting and N receiving ports. In our
context, the entries of H are taken as the ratio of received voltage “waves” at the receive antennas,
to those transmitted from the array. Vector x ∈ CM×1 represents the transmitted symbols; vector
y ∈ CN×1 represents the received symbols; and vector n ∈ CN×1 is the additive white Gaussian noise.
Notice that H can be written as:

H =

∣∣∣∣∣∣∣
H11 · · · H1M

...
. . .

...
HN1 · · · HNM

∣∣∣∣∣∣∣
(2)

where Hij describes the channel coefficients between the jth transmitting and ith receiving ports of
the MIMO system. In other words, H includes the electromagnetic effects of the antenna elements,
including mutual coupling polarization state and load terminations.

In the case that CSI is available at the transmitter, such that the transmitter and receiver know
the channel matrix H, optimal power allocation is determined by the water filling algorithm [39]. Water
filling allocates power on the subchannels created using beamforming techniques, in which channels with
minimum gain are, in general, not used.

Let the transmitting vector in the waveform domain be denoted by x̃. Using singular-value
decomposition (SVD) of H, H = UΣVH , where {·}H denotes the conjugate transpose, and Eq. (1) can
be rewritten as:

UH · y = ΣVH · x + UH · n (3)
The encoded signal stream of the transmit vector is denoted as x̃. Since each element of x̃ multiplies

the corresponding column of V, this operation suggests that each column of V represents the array
weights for each signal stream. The receiver performs the operation ỹ = UHy, indicating that each row
of UH represents the array weights for each stream. Because U and V are unitary, it follows that:

ỹ = Σx̃ + ñ (4)
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where ñ = UHn. Since matrix Σ of singular values is diagonal, ỹ is a scaled version of the transmitting
wave vector x̃ corrupted by additive white noise. The beamforming capacity is the capacity of the
system when a single weighted (precoded) signal is fed to each antenna element such that Eq. (4) only
employs the largest singular values of H. The ergodic capacity reported in this paper is then determined
using the optimization algorithm represented by [40]:

C = max
ρH:E[ρH]=ρ

EH

[
max

Rx:Tr(Rx)=ρH
B log2 det

(
IMr + HRxHH

)]
(5)

where Rx is the covariance of the MIMO channel input, and ρ is the average SNR per receive antenna
under unity channel gain. IMr is the identity matrix for the receive antennas (Mr), and B is the
bandwidth. The waterfilling capacity employs more than one independent signals, each weighted
(precoded) with power and phase according to the waterfilling algorithm, so as to provide the maximum
capacity under a fixed total available power at the Tx. The effects of these different weights on the
achieved optimal capacity computed using the algorithm reported in this paper are reported in Section 5.

3. DUAL-POLARIZED ANTENNA ARRAY

In this section, the design of a dual-polarized antenna element and 128-port antenna array is introduced.
The design is performed using CST Microwave Studio.

3.1. Single Patch Design Parameters

In this paper, the basic element is a dual-polarized probe-fed patch with a parasitic element above it.
For more details on the theory and design procedure of this canonical antenna geometry, the reader is
referred to [41]. As designed, this antenna element achieves a 12% 10 dB return loss bandwidth when

(a)

(b) (c)

Figure 1. Antenna element geometry. (a) 3D View. (b) Top view. (c) Side view.
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being isolated. To achieve dual-polarizations, the patch is chosen to be square in shape with the two
orthogonal feeds positioned symmetrically with respect to the axes of the patch, as shown in Figure 1.
This ensures that two orthogonal, linearly polarized waves can be simultaneously radiated or detected
by the receiving antenna in order to utilize the benefits of polarization diversity. In the design of the
single element, the following two criteria are imposed over the 300 MHz operating bandwidth:{

Return loss : |S11| , |S22| < −10 dB
Isolation : |S12| , |S21| < −20 dB

(6)

Moreover, nearly identical radiation patterns must be realized for both the horizontal and vertical
polarization components with maximum realized gain at 2.5 GHz of 7 dB.

The dimensions of the substrate and ground plane are 59.96mm × 59.96 mm. An initial design is
carried out using Antenna Magus [42] after which values for the parameters of the antenna are optimized
using CST Microwave Studio.

Figure 2. A 7 dB dual-polarized antenna S-parameters.

(a) (b)

Figure 3. 3-D view of farfield pattern at 2.5 GHz for: (a) Realized gain for port-1, (b) realized gain
for port-2.
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Figure 2 shows the scattering parameters of the single element. It can be seen from Figure 2 that
|S11| < −10 dB and |S21| < −20 dB over a bandwidth of 300 MHz. Therefore, the single element provides
an operating frequency range from 2.4 GHz to 2.7 GHz. Figures 3(a), (b) display the 3-D realized gain of
the two polarization components for the two ports. It should be noted that for each port, the radiation
patterns are almost identical in shape and orthogonal in space with a peak gain of 7 dB. On the other
hand, the 3-D patterns of a given polarization of one port are orthogonal to the respective polarization
of the second port. This arrangement allows the excitation of both polarizations in the channel while
being almost orthogonal in space which is essential to maximizing the benefits of MIMO systems.

3.2. Antenna Array Design

With microstrip patch antennas, advantages such as high gain, beam steering, or steering capability are
realized when a number of patch elements are arranged to form arrays [41]. Based on the dual-polarized
antenna element, an antenna array with 128 ports is designed. The configuration of the antenna array
is shown in Figure 4. A 64 identical dual-polarized element array is designed where the centers of
adjacent elements are separated by half free-space wavelength at 2.5 GHz to minimize the effects of

P11  P12  P13 P14 P15 P16 P17 P18 

P21 P22 P23 P24 P25 P26 P27 P28 

P31 P32 P33 P34 P35 P36 P37 P38 

P41 P42 P43 P44 P45 P46 P47 P48 

P51  P52  P53 P54 P55 P56 P57 P58 

P61 P62 P63 P64 P65 P66 P67 P68 

P71 P72 P73 P74 P75 P76 P77 P78 

P81 P82 P83 P84 P85 P86 P87 P88 

Figure 4. MIMO antenna array configuration with the index of each element.

(a) (b)
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(c) (d)

Figure 5. Realized gain patterns at 2.5 GHz for: (a) Element P23 port-1, (b) element P23 port-2, (c)
element P62 port-1, (d) element P62 port-2.

mutual coupling resulting in a total number of 128 ports. The length, width, and height of the antenna
array are 480 mm, 480 mm, and 6.34 mm, respectively.

Figures 5(a), (b) show the simulated realized gains for port-1 and port-2 of the P23 element,
respectively, which is chosen since it is the one affected the most from mutual coupling in terms of
maximum S21 at 2.5 GHz. P22, P27, P32, P37, P62, P67, P72, and P77 also suffer from mutual coupling
and display similar patterns to those shown for P62 and hence are not shown. The mutual coupling
among the other elements is relatively weak as they are far from the outside boundary and spaced
further apart.

3.3. 3D Channel Model

The 3GPP 3-D channel model characterizes the wireless communication channels of typical European
cities. The simulations in this study are conducted in accordance with the 3D channel written in 3GPP
TR 36.873 taking the Cross Correlation of Large Scale Parameters (LSP) into consideration. It is a
3-D stochastic model, describing the scattering environment between the BS and UE in both azimuth

Figure 6. 3GPP/3D propagation characteristics.
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Figure 7. i.i.d/3D propagation characteristics.

and elevation dimensions. The scatterers are represented by statistical parameters without having a
real physical location. Figures 6 and 7 shows the characteristics of 3GPP 3D and i.i.d 3D propagation
models used in this paper as a 3D graphs of the transmitted Angle of Departure (AoD) and received
Angle of Arrivals (AoA) for the 8× 8 antenna array shown in Figure 4 when being situated at a height
of 25 m and UE located at 1.5 m, respectively.

3.4. Simulation Parameters and Configuration

The performance of an antenna array depends upon the characteristics of individual radiating elements,
geometry, and orientation of the array. The following scenario is used in MIMObit setup to evaluate
the normalized capacity using two well-established channel models:

• Operating frequency: 2.5 GHz.
• The mean capacity of the MIMO system is evaluated using 300 instantiations of the propagation

environments.
• The closed-loop capacity of MIMO system over a number of different instantiations of the

propagation environments is calculated using PropStats simulation run.
• 3GPP and i.i.d propagation channel models are used in simulations to compare the results for

the four proposed approaches. In the 3-D model, mutual coupling effects are considered for both
elevation and azimuth planes.

• BS: A 128 ports array is employed at the transmitter. The transmitting antenna array is mounted
on the top of a building at a height of 25 m as shown in Figure 8.

• Complete characterizations of BS and UE are taken into account (Scattering parameters and the
active E-field gains, ḡm(θ, ϕ) for all antenna elements involved). The propagation environment in
between BS and UE is a “plane wave decomposition” and generated randomly nprop (number of
channel instantiations) times.

• UE is a single dual-polarized patch antenna as shown in Figure 1, which has two ports placed 100 m
away from the BS at a height of 1.5 m above the horizontal plane as shown in Figure 8.

The simulation setup is summarized in Table 1.

4. MODELING APPROACH

Four different approaches are employed in this paper:
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Figure 8. Capacity simulation scenario.

Table 1. MIMObit simulation setup.

Parameter Value

Carrier Frequency 2.5 GHz

Bandwidth 300 MHz

Propagation Scenario
NLOS 3GPP/3D,

NLOS i.i.d/3D

BS height 25 m

UE height 1.5 m

BS antenna polarization Dual

UE antenna polarization Dual

Vertical antenna element spacing 0.5λ

Horizontal antenna element spacing 0.5λ

BS antenna configuration 64

UE antenna configuration 2

Number of ports per antenna 2

4.1. Full-Wave (FW) Approach

The antenna array is rigorously modeled where all 64-patch elements are simulated in CST Microwave
Studio. Hence, the inter-element coupling among all elements is fully taken into account. This approach
is accurate but suffers from excessive CPU and memory resources. It should be noted that the size of
the full-array model that can be solved with a given hardware resource is determined by the number of
mesh cells, the criterion used to terminate time stepping, and the number of field monitors used in the
simulated model.
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4.2. 8 × 4 Approach

The 64-patch array is divided into two subarrays, each with 8× 4 antennas as shown in Figure 9(a). A
subarray of 64 ports is simulated using CST Microwave Studio to capture the coupling among the 32
elements. Then the two subarrays are placed adjacently to each other to form the 64-element array and
simulated using MIMObit.

(a) (b)

(c) (d)

Figure 9. 8× 8 antenna array arranged in a 2-D plane. (a) 2× (8× 4), (b) 4× (8× 2), (c) 8× (8× 1),
(d) 8 × (1 × 8).

4.3. 8 × 2 Approach

The 64-patch array is divided into four subarrays, each with 8× 2 antennas as shown in Figure 9(b). A
subarray of sixteen elements is simulated using CST Microwave Studio to capture the coupling among
the elements. Four of these subarrays are then placed adjacently to each other to form the 64-element
array and simulated using MIMObit. The spacing between two adjacent patches is 0.25λo � 30 mm
(edge-to-edge).
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4.4. 8 × 1/1 × 8 Approach

A CST simulation of the 8 × 1 and 1 × 8 subarrays captures the coupling among the eight elements.
These subarrays are placed next to each other along the x-axis and y-axis, respectively, and the coupling
from subarray to subarray is ignored as shown in Figures 9(c), (d). Eight of these subarrays are then
placed next to each other, 0.25λo apart along the x-axis to form the 64-element array and next simulated
in MIMObit.

5. RESULTS AND DISCUSSION

Closed-loop beamforming capacity formula is derived when the signal fed to each antenna is determined
by the SVD of the channel matrix so as to effectively synthesize an array radiation pattern with its
maximum beam steered towards the direction of the lowest path loss. This beamforming capacity
uses an SVD of the channel and associated weights, and the resultant capacity represents the scenario
where all the power has been sent over the channel represented by the largest singular value. Because
beamforming requires that the transmitter knows the channel so that the SVD can be computed,
beamforming capacity is a “Closed Loop” capacity.

In this section, we measure the simulation runtimes and the Percentage Deviation in the Capacity
(PDC) of the 3GPP 3D and i.i.d 3D channel models. The goal is to show the effectiveness of the
proposed approach in minimizing runtime and PDC. The capacity has been evaluated for two different
SNRs, 5 and 25 dB, and compared with the capacity obtained from the other approaches as mentioned
earlier. To assess the accuracy and tradeoffs of each approach, the capacity is calculated using two
SNRs and two different propagation environments.

At 5 dB SNR, the PDC defined with respect to the full-wave approach is found to be very small
for the 3GPP 3D, with a maximum difference of 6.4% for all the approaches as shown in Figure 10 due
to the small SNR (5 dB).

Figure 10. Closed-loop beamforming capacity CDF of 3GPP 3D model, SNR = 5dB.

Figure 11 shows the closed-loop cumulative distribution function (CDF) in 3GPP 3D scenario at
25 dB SNR. The PDC is small for the 2 × (8 × 4) and 4 × (8 × 2) approaches which does not exceed
4.9%. The 8 × (1 × 8) and 8 × (8 × 1) approaches provide a higher PDC of 8.2%.

Figures 12 and 13 show the closed-loop capacity in i.i.d/3D channel scenario. The capacity is
numerically evaluated in MIMObit using 20 rays following an identical independent distribution and
also used as a reference to compare the approaches proposed in this paper. From these figures, it can
be observed that the behavior of the PDC depends on the number of elements in the subarray. As
expected, increasing the number of elements in the subarray yields capacity values closer to the FW
approach as depicted in Table 2.

The simulation results are summarized in Table 2. The results reveal growth in the simulation
runtime and reduction in the PDC with an increasing number of elements.
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Figure 11. Closed-loop beamforming capacity CDF of 3GPP 3D model, SNR = 25 dB.

Figure 12. Closed-loop beamforming capacity CDF of i.i.d 3D channel model, SNR = 5dB.

Figure 13. Closed-loop beamforming capacity CDF of i.i.d 3D channel model, SNR = 25 dB.

The performance of MIMO systems depends on the propagation environment and properties of the
antenna array. It is observed that for all the scenarios considered, the average capacity of the i.i.d/3D
channel model is higher than the 3GPP/3D for the same SNR.

For a fair comparison, all simulations are carried out on the same hardware, an Intel R©CoreTMi7-
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Table 2. Performance metrics and computational time.

Propagation
Model

Approach
Simulation Time

(minutes)
SNR
(dB)

PDC (%)

3GPP
3D

FW 9465
5 Benchmark
25 Benchmark

2 × (8 × 4) 5070
5 2.4
25 2.6

4 × (8 × 2) 3940
5 4.5
25 4.9

8 × (1 × 8)
3120

5 6.4
25 8.2

8 × (8 × 1) 5 5.7
25 6.4

i.i.d
3D

FW 7950
5 Benchmark
25 Benchmark

2 × (8 × 4) 4210
5 2.1
25 2.5

4 × (8 × 2) 2160
5 4.5
25 5.1

8 × (1 × 8)
1344

5 6.9
25 7.6

8 × (8 × 1)
5 7.3
25 7.6

Table 3. Improvements in computational runtime.

Propagation Model Approach Runtime Speedup

3GPP 3D

2 × (8 × 4) 1.9
4 × (8 × 2) 2.4
8 × (1 × 8)
8 × (8 × 1)

3.0

i.i.d 3D

2 × (8 × 4) 1.9
4 × (8 × 2) 3.7
8 × (1 × 8)
8 × (8 × 1)

5.9

4770 CPU@3.40 GHz, equipped with 8GB of DDR3 RAM, and Microsoft Windows10, 64-bit Operating
System. The CST simulation time for the full-wave simulation of the 8 × 8 array is 7,620 minutes,
while the simulations for the 8 × 4, 8 × 2, and 1 × 8 subarrays are 3,810, 1,905, and 1,080 minutes,
respectively. The differences in MIMObit simulation time for the various models depend mainly on
the channel propagation model and channel instantiations. Therefore, the proposed approach provides
a powerful method to analyze the channel capacity of massive MIMO antenna arrays using affordable
computing recourses.

Increasing the number of elements in the subarray increases the simulation runtime as summarized
in Tables 2 and 3. Therefore, depending on the desired accuracy, the proposed modeling approaches as
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applied to an 8× 8 antenna array provide many options to be chosen to select an appropriate approach
as a tradeoff between computational demands and accuracy. Specifically, it has been found that if the
number of elements in the subarray is at one-eighth of the total number in the array, the PDC is less
than 8.2% for the 3D 3GPP model. However, for the 3D i.i.d model, the PDC is less than 7.6%, which
is expected since the proposed algorithms introduce errors in mutual coupling estimation of both the
elevation and azimuth angles.

Compared to the FW array modeling approach, results obtained from the proposed approaches in
the 3GPP provide 46–67% reduction in runtime for the two SNRs considered. In the i.i.d, the proposed
approaches provide a higher reduction in the simulation runtime ranging from 49% to 83% at SNRs of
5 and 25 dB, respectively.

The proposed approaches have been validated for computing the open-loop capacity of 3 × 5
vertically-oriented and 8 × 8 patch array BS, respectively [1, 32]. A broadside, dual-polarized, and
symmetrically fed square patch element operating in the fundamental TE10/TE01 modes is considered
in this paper, and hence the E-plane and H-plane mutual couplings possess almost the same symmetric
behavior for both scattering parameters and radiation patterns. This results in statistically identical
results for the capacities of the 8 × 1 and 1 × 8 subarrays as seen in Figures 10 to 13 and summarized
in Table 3. For example, the 8 × 1 and 1 × 8 cases depict orthogonal subarrays, and the horizontal
and vertical polarizations change in order and suffer similar mutual coupling effects in elevation and
azimuth.

6. CONCLUSION

In this paper, we extend and validate an approach for evaluating the closed-loop beamforming capacity
of massive MIMO systems using a 2-D planar antenna array with 128 ports using rigorous full-wave
antenna simulations and 3-D (3GPP and i.i.d) channel models [32]. The proposed approach can be
used to expedite the design and optimization cycle of massive MIMO systems equipped with massive
base-station antenna arrays during the initial planning stage. It is shown that the proposed paradigm
is very efficient in terms of runtime and accuracy using affordable computing resources for the channel
capacity in two different propagation models and SNRs. The runtime of the proposed approaches is
3x and 6x faster than the full-wave runtime for 3GPP and i.i.d, respectively, on the same PC. The
maximum PDCs for the proposed approaches for the two SNRs of 5 and 25 dB are less than 6.4% and
7.6% for the 3GPP and i.i.d, respectively. To conclude, a tradeoff must be realized between the total
simulation time and accuracy sought.
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