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Introducing Deeper Nulls and Reduction of Side-Lobe Level
in Linear and Non-Uniform Planar Antenna Arrays

Using Gravitational Search Algorithm

Maryam Hesari* and Ataallah Ebrahimzadeh

Abstract—Array antennas synthesis is one of the most important problems in the optimization of
antenna and electromagnetics. In this paper, a recently developed metaheuristic algorithm, known
as the Gravitational Search Algorithm (GSA), is employed for the pattern synthesis of linear and non-
uniform planar antenna arrays with desired pattern nulls in the interfering directions and minimum side
lobe level (SLL) by position-only optimization. Like other nature-inspired algorithms, GSA is also a
population-based method and uses a population of solutions to proceed to a global solution. The results
of GSA are validated by comparing them with the results obtained using particle swarm optimization
(PSO) and some other algorithms reported in literature for linear and planar array. The side-lobe level
and null depth obtained from gravitational search algorithm for planar array are improved up to −30 dB
and −200 dB, respectively. The results reveal the superior performance of GSA to the other techniques
for the design of linear and planar antenna arrays.

1. INTRODUCTION

Antenna arrays [1], which contain major developments in directional characteristic rather than a single
element, are widely used in personal, commercial and military applications such as radio, television,
mobile, radar, and sonar. Hence, designing array antennas with a desired radiation pattern has been
extensively studied over the last few decades [2–21]. In these problems, we need to control parameters
which depend on the structure of an antenna, and they are required in order to achieve the desired
radiation characteristics. Among these parameters, we can refer to the number of elements [2–5],
geometry of arrays [6–8], determination of the excitation of elements [9–12] and distance between the
elements [13].

In literature, the synthesis of antenna array can be divided into two categories: traditional
analytical/deterministic synthesis method and stochastic/evolutionary method. Some of the most
important traditional analytical/deterministic methods are used for array antennas, such as Woodward-
Lawsen method, Chebyshev method, Schelkunoff method and Levenberg-Marquardt algorithm [14],
steepest decent [15], gradient-minimax [16], and intersection approach [17, 18], each of which is used
to fulfill various purposes in designing array antennas patterns. Many drawbacks are associated with
using deterministic methods such as shortcomings in designing array antennas with complex geometrical
structures, consuming more computationally time as the number of the elements in the array increases,
and some of these methods are from testing and trying type, having a large gap with the most efficient
conditions. In contrast, evolutionary algorithms due to their versatility in an extensive range of problems
without major changes in their algorithms have been applied in research work regarding electromagnetics
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and array antennas [19–26]. They are capable of radiating pattern synthesis due to many restrictions
which are difficult to treat by analytical/deterministic technique.

Genetic algorithm (GA) is one of the first algorithms used in array synthesis and electromagnetics.
In [9], the synthesis of a linear array antenna for the purpose of side-lobe level (SLL) reduction with
the fixation of half power beam width is presented. GA is used to determine a set of parameters of
antenna elements which provide the required radiation pattern. Particle swarm optimization is another
algorithm used in this field [20, 25, 27]. Pattern synthesis of linear arrays using Accelerated PSO (APSO)
is presented to minimize the SLL with a constrain on beam width for isotropic linear antenna arrays in
[7]. Besides these techniques, there are other evolutionary algorithms used in this manner [28–30]. In [6],
the design of circular and linear antenna arrays using cuckoo search optimization algorithm is regarded.
This algorithm is used to determine the position of the elements in order to obtain a desired radiation
pattern. The firefly algorithm is used for the thinning of multiple concentric circular ring arrays in [28].
In [29], Wind Driven Optimization (WDO) is applied to three electromagnetics optimization problems,
including the synthesis of a linear antenna array, a double sided magnetic conducting surface, and an
E-shaped microstrip patch antenna.

With the development of industry and technology, the pollution of electromagnetics environment
is increased and leads to the study of array pattern nulling techniques [31–34]. On the other hand,
we need an antenna with desired nulls directions to reduce unintentional interferences. Reducing the
effects of intentional interference or jamming is another benefit of null. Also the broad nulls are needed
when the direction of arrival of the unwanted interference may vary slightly with time or may not be
known precisely. Here, several methods for synthesis of array antenna patterns with prescribed nulls
are reviewed. [11] demonstrates the pattern synthesis of planar array with prescribed pattern nulls
and side-lobe reduction by optimizing the amplitude-only and position-only of elements using invasive
weed optimization (IWO). In [21], pattern synthesis of linear arrays using PSO algorithm is presented
to minimize the SLL and imposing null in specific angles by optimizing the position of the elements.
In [30], the application of Composite Differential Evolution algorithm, called CoDE, for designing a
linear antenna array, having suppressed side lobe and efficient null control in a certain direction is
shown.

In the current paper, two types of array antenna are chosen to receive the desired radiation pattern.
The first type is a synthesis of the radiation pattern of a symmetric linear array, and the second one is
a synthesis of a planar array antenna. The goal is to suppress SLL and steer the single, multiple and
broad nulls in desired directions by using Gravitational Search Algorithm (GSA) with position only
optimization. To reduce the mutual coupling between elements in a planar array, we define the distance
between every two elements as greater than or equal to 0.2λ.

The rest of the paper is arranged as follows. In the second section, GSA is briefly explained, and
in the third one, several array antenna syntheses are conducted, including linear array antenna. In
Section 4, some simulation results of the planar array antenna are assessed, and finally in Section 5, the
summary of the paper is given.

2. GRAVITATIONAL SEARCH ALGORITHM

The Standard GSA is developed by Rashedi et al. in 2009 and uses the Newtonian laws of gravity and
motion to find optimum solutions [35]. In the proposed method, they considered an isolated universe
in which only gravity force played the role. Each particle in such an isolated universe attracts other
particles by a gravitational force as shown in Equation (1).

F =
G (M1M2)

R2
(1)

Based on Equation (1), the magnitude of gravitational force (F ) between two agents is directly
proportional to the product of their masses (M1 and M2), and inversely proportional to their distance
squared (r2). G represents the gravitational constant which changes during the course of time.

According to Newton’s second law, when a force is applied to an object its acceleration, a, depends
only on the force and its mass:

a =
F

M
(2)
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Based on Equations (1) and (2), there is an attracting gravity force among all particles of the
universe. Among the particles, the effects of bigger and closer ones are higher than the others.

Before explaining the process of the GSA, we need to be familiar with some key expressions used
in this algorithm to avoid misunderstanding. Table 1 shows the key terms in the GSA.

Table 1. Terminology used in GSA.

Agent
Each individual in an isolated universe containing

a value of each optimization variables

Fitness
A value representing the goodness

of the solution for each agent
Mass One agent after evaluating its fitness

Gravitational force
Each mass in such isolated universe attracts

other mass by a gravitational force
Isolated universe The space of entire agents in which only gravity force plays a role
Population size The number of masses in the universe

Regarding these expressions, the process of the GSA optimization is explained in the following
steps.

1. Initializing parameters.
2. Agents initializing: after defining the required parameters, the position of each agent is determined

randomly.
3. Evaluate the fitness of each agent: the fitness function is defined to represent the goodness of the

solution.
4. Find the best and worst fitness: For a minimization problem we have:

best (t) = min
j∈[1,...,N ]

fitj (t) (3)

worst (t) = max
j∈[1,...,N ]

fitj (t) (4)

where fiti(t) represents the fitness value of agent i at the time of t.
5. Mass calculation: Particles masses are a map from their fitness function so that better solutions

have heavier masses. The masses are updated by the following equation:

mi (t) =
fiti (t) − worst (t)
best (t) − worst (t)

(5)

where worst(t) and best(t) are calculated in the previous step.
6. Gravitational constant: In physics, the gravitational constant is not actually constant, instead it

depends on the age of universe and is decreased by elapsing time:

G (t) = G (t0) ×
(

t0
t

)β

, β < 1 (6)

where G(t) is the value of gravitational constant at the time of t, G(t0) the value of the gravitational
constant at the first cosmic quantum-interval of the time of t0, and β a constant less than one.
In GSA algorithm, the gravitational constant has an exponential behavior and can be stated as
follows:

G (t) = G0e
−α t

T (7)

where G0 = 100, α = 20, t is the number of iterations and T the total number of iterations.
(i) Calculation of the total force in different directions: At a specific time t, we define the force

acting on mass i from mass j as follows:
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F d
ij = G (t) × Mi × Mj

Rij (t) + ε

(
xd

j (t) − xd
i (t)

)
(8)

where F d
ij is the force acting on mass i from mass j in dimension d; Mi and Mj are the masses of

particles i and j respectively; ε is a small constant which is used in order to avoid Equation (8)
becoming ambiguous when two masses are in the same position; Rij (t) is the Euclidean distance
between two particles which can be calculated as follows:

Rij (t) = |Xi (t) ,Xj (t)|2 (9)

To give a stochastic characteristic to the GSA algorithm, the total force which acts on agent i in
a dimension d can be a random weighted sum of dth components of the forces exerted from other
agents:

F d
i (t) =

N∑
j=1,j �=i

randjF
d
ij (t) (10)

where F d
i (t) is the total applied force on agent i in dimension d, randj a random number generator

with uniform distribution in the interval [0, 1], and N the total number of agents acting on agent
i.

8. Calculation of acceleration and update agents’ velocity and position: The acceleration of agent i
at the time of t, and in the direction of d can be stated as follows:

ad
i (t) =

F d
i (t)
Mi

(11)

By calculating the acceleration in different directions, the particles velocity and position can be
updated as follows:

vd
i (t + 1) = vd

i (t) + rand × ad
i (t) (12)

xd
i (t + 1) = xd

i (t) + vd
i (t + 1) (13)

where rand is a random number generator with uniform distribution in the interval [0 1]. This
random number plays an important role in increasing the exploration power of the search algorithm.

9. The termination of the algorithm: The process is repeated at step 3 till either the maximum number
of iterations is reached or the fitness criterion is obtained.
Figure 1 pictorially shows a flowchart which can be used for GSA.

Figure 1. A block diagram for GSA process.
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3. LINEAR ANTENNA ARRAY SYNTHESIS

Linear array is an appropriate way to achieve desired radiation characteristics. This problem has been
extensively studied in the past decades by using various optimizers [36–38]. In this section, GSA
is proposed to be used to synthesize two different types of linear antenna arrays, targeting side-lobe
suppression and null controlling. Then, an appropriate comparison between the GSA and other common
optimizers is provided for each example. The programming has been written in MATLAB language
using MATLAB 8.3.0 (R 2014a) version on core (TM) 2 duo processor, 3.00 GHz with 2GB RAM.

Figure 2 shows the geometry of a linear antenna array in which the elements are placed
symmetrically along the x axis. The array factor for an even number of isotropic elements is defined as
follows:

AF (ϕ) = 2
N∑

n=1

ancos[kdn cos (ϕ) +ϕn] (14)

where k is the wave number, and an, ϕn and dn are the excitation amplitude and phase and the position
of the nth element of array, respectively. Based on the type of the problem, an or ϕn or dn (or some of
them) can be defined as the optimization variables.

Figure 2. Geometry of the 2N -element symmetric linear array placed along the x-axis.

By assuming a uniform excitation of amplitude and phase, the array factor is simplified as follows:

AF (ϕ) = 2
N∑

n=1

cos[kdncos(ϕ)] (15)

All the optimizations are carried out only using the elements positions as optimizing variables,
keeping a uniform excitation with an = 1 and ϕn = 0.

3.1. Side-Lobe Suppression

The first example is the synthesis of a 10-element array antenna with the reduction of SLL in regions
[0◦ 82◦] and [98◦ 180◦], but the emphasis is on the first inner side lobe. In this example, no angle is
prescribed for null. A similar problem in [21] and [29] is considered which applied PSO and WDO
algorithms respectively. The objective function can be defined as follows:

fitness1 =
M∑
i=1

1
Δϕi

∫ ϕui

ϕli

|AF (ϕ)|2 dϕ (16)

where [ϕli ϕui ]s are the regions of SLL suppression, Δϕ = ϕui − ϕli , and M is the number of regions.
GSA algorithm uses 40 population size in each search and a maximum of 500 iterations which

approximately take 17 sec. In order to show a good comparison, the obtained radiation pattern is
compared with PSO and some other evolutionary algorithms as well as conventional array which has a
uniform spacing of λ

2 between neighboring elements, whose results are shown in Figure 3. The element
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Figure 3. Normalized array factor of the 10-element linear array obtained using GSA algorithm
compared with PSO [21], Comprehensive Learning Particle Swarm Optimization (CLPSO) [42], Ant
Colony Optimization (ACO) [37], Spider Monkey Optimization (SMO) [39], Self-adaptive Hybrid
Differential Evolution algorithm (SHDE) [38] and conventional array. The region of suppressed SLL is
[98◦ 180◦].

Table 2. Element position of the 10-element linear array antenna obtained using seven different
methods. The numbers are normalized with respect to λ/2.

Conv. array ±0.50 ±1.50 ±2.5 ±3.5 ±4.5

PSO ±0.503 ±1.11 ±2.13 ±3.00 ±4.22
CLPSO ±0.443 ±1.422 ±2.416 ±3.670 ±5.117
ACO ±0.50 ±1.10 ±2.10 ±3.10 ±4.30
SMO ±0.472 ±1.056 ±2.014 ±2.942 ±4.252
SHDE ±0.430 ±1.1998 ±2.122 ±3.174 ±4.50
GSA ±0.2684 ±1.3310 ±2.0852 ±3.4942 ±4.9964

Table 3. Comparative results for 10-element linear array between GSA and other optimization
algorithm.

Algorithm
Conventional

array
PSO
[21]

CLPSO
[42]

ACO
[37]

SMO
[38]

SHDE
[38]

GSA

SLL (dB) −12.97 −17.4 −19.11 −18.57 −20.49 −19.71 −26.33

positions found by GSA and PSO as well as other algorithms are shown in Table 2 and normalized with
respect to λ

2 where λ is the free-space wavelength.
For a better comparison, the obtained SLL from GSA and some other evolutionary algorithms are

shown in Table 3. As can be seen from Table 3, the GSA provides further reduction in SLL.

3.2. Null Control

The second example is related to the synthesis of 32-element array antennas with the purpose of SLL
suppression and desired null at 99◦. In this example, the cost function is:

fitness = M1 ×
M∑
i=1

1
Δθi

∫ θui

θli

|AF (ϕ)|2 dθ + M2 ×
N∑

i=1

|AF (ϕk)|2 (17)
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Figure 4. Normalized array factor of the 32-element linear array obtained using GSA and Conventional
array with prescribed null at 99◦.

Table 4. Element position of the 32-element linear array antenna obtained using two different methods.
The numbers are normalized with respect to λ/2.

Conv.
array

±0.50
±8.50

±1.50
±9.50

±2.50
±10.50

±3.50
±11.50

±4.50
±12.50

±5.50
±13.50

±6.50
±14.50

±7.50
±15.50

GSA
±0.2374
±6.6470

±1.4578
±7.6756

±1.8582
±8.4590

±3.1758
±9.4666

±3.3854
±10.6950

±4.4970
±12.2740

±4.9432
±13.9498

±6.2236
±15.4204

Table 5. Comparative results for 32-element linear array between GSA and other optimization
algorithm.

Algorithm PSO
[21]

CLPSO
[42]

CPSO
[25]

ILPSO
[41]

FA1

[6]
BBO2

[6]
CS3

[40]
DE4

[6]
COA5

[6] GSA

SLL
(dB) −18.80 −22.73 −23.17 −23.75 −22.64 −16.93 −22.8 −22.81 −23.81 −20.16

Null at
99◦ (dB) −62.12 −60 −63.16 −73 −60.59 −61.73 −62.63 −60.03 −70.85 −84.64

1 Firefly Algorithm (FA)
2 Biogeography Based Optimization (BBO)
3 Cuckoo Search algorithm (CS)
4 Differential Evolutionary algorithm (DE)
5 Cuckoo Optimization Algorithm (COA)

where ϕk is the direction of the kth null, N the number of nulls, and M1 and M2 are penalty coefficients
set to 105 and 103, respectively. As clear in Equation (17), the first term is related to SLL reduction,
and the second one is used for null controlling.

Because of the symmetry, only the positions of 16 elements are used in the optimization. 2000
iterations are considered with 40 primary populations for GSA algorithm with runtime of 103.83 [sec].
The position of this algorithm and the best radiation pattern after 10 separate implementations are
shown in Table 4 and Figure 4, respectively. The null depth obtained by GSA is −84.64 dB which is
lower than the one obtained by other evolutionary algorithms mentioned in Table 5.

The last problem in this section is related to the optimization of the 28-element array antenna
with the purpose of imposing three nulls at the angles of 120◦, 122.5◦ and 125◦, and the reduction of
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Figure 5. Normalized array factor of the 28-element linear array obtained using GSA and conventional
array with three desired nulls at 120◦, 122.5◦ and 125◦ angles.

Table 6. Element position of the 28-element linear array antenna obtained using two different methods.
The numbers are normalized with respect to λ/2.

Conv.
array

±0.50
±7.50

±1.50
±8.50

±2.50
±9.50

±3.50
±10.50

±4.50
±11.50

±5.50
±12.50

±6.50
±13.50

GSA
±0.3396
±5.5530

±0.9688
±6.4996

±1.5404
±7.4446

±2.3078
±8.7498

±2.8394
±9.9222

±3.6142
±11.0100

±4.4684
±12.3466

Table 7. Comparative results for 28-element linear array between GSA and other optimization
algorithm.

Algorithm PSO CLPSO FA BBO CS DE COA GSA
SLL −13.22 −21.60 −18.16 −17.13 −15.30 −18.05 −21.86 −26.37

Null at 120◦ −52.73 −60.45 −88.58 −63.66 −62.27 −60.14 −60.08 −73.21
Null at 122.5◦ −51.65 −60.00 −68.82 −61.68 −61.09 −60.00 −60.05 −77.30
Null at 125◦ −61.46 −60.61 −61.01 −61.36 −63.98 −60.08 −60.10 −72.09

the SLL. The same synthesis problem was addressed in [21] using PSO, in [42] using CLPSO, in [40]
using CS and in [6] using COA. Because of the symmetry, only the positions of 14 elements are used in
optimization process. 2000 iterations with 40 population size are used in this problem. It takes 103.43
[sec] to finish.

Objective function in this example is like the previous one. Figure 5 illustrates the desired radiation
pattern by utilizing GSA optimization technique. The corresponding array geometry is given in Table 6.
Table 7 shows the performance values of different algorithms for the 28-element antenna. As seen from
the results in Table 7, the SLL obtained by GSA is −26.37 dB, and the null depth in 122.5◦ and 125◦ are
respectively −77.30 dB and −72.09 dB which are the least among the listed results of other algorithms.

4. PLANAR ANTENNA ARRAY SYNTHESIS

In this section, both the GSA and PSO are applied to the problem of synthesizing the far-field radiation
patterns of planar array antennas. A planar array can provide deeper null with smaller number of
elements and steered electronically in both azimuth and elevation. Figure 6 shows a planar antenna
array (PAA) that consists of N elements. Assuming that the elements are located over the x-y plane,
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the far-field pattern can be calculated using the following expression:

AF (θ, φ) =
N∑

i=1

aie
jβiej2πdxi sin θ cos φej2πdyi sin θ sin φ (18)

where i is the number of elements, and ai and βi are the amplitude and phase of excitation of the ith
element. dxi and dyi are the locations of elements in x and y directions, respectively. θ is the elevation
angle with respect to the z-axis and ϕ the azimuth angle with respect to the x-axis.

Figure 6. Geometry of N elements planar array.

There are three parameters controlling the AF : the amplitude, phase and position of the elements.
In this paper, we achieve the desired radiation pattern by optimizing the position of the elements. The
distance between every two elements is constrained to greater than 0.2λ, so that the minimum distance
is never less than 0.2λ, in order to reduce the mutual coupling between elements.

To demonstrate the possibilities of the GSA to steer single, multiple and broad nulls with the
imposed directions, four examples of a planar array have been implemented. In all these four examples,
a 10-isotropic element with the aperture of 1.5λ× 1.5λ and a 50 population size as well as maximum of
2000 iterations are attempted.

The objective function, “Cost function” (CF) to be minimized with algorithms for introducing
deeper nulls and the relative SLL reduction are given in the following equation:

f =

[(
K∑

k=1

wk||AFk| − NDk|2
)

+ wd|d − dmin|2 + ws|SLL − SLLmax|2
]1/2

(19)

where K is the number of desired nulls, AFk the value of the array factor for the kth direction to be
suppressed and NDk the desired null depth for the kth null. The weight wk(k = 1, . . . ,K) is set to
zero (i.e., wk = 0) if the condition |AFk| ≤ NDk is satisfied. d and dmin are the minimum distance and
the desired minimum distance between the array elements, respectively. If the condition d ≥ dmin is
satisfied, then the weight wd is set to zero. The third term in the CF is added to reduce the side lobe
up to a desired level. SLL and SLLmax are side-lobe level and desired maximum side-lobe level for the
overall pattern of the antenna array, respectively. The weight ws is set to zero if the obtained SLL is
smaller than SLLmax.

Table 8. Particle swarm optimization parameters.

Name
Cognitive
rate (c1)

Social
rate (c2)

Inertial
weight (w)

Maximum velocity
(Vmax)

value 2.00 2.00 0.9–0.4 4
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In the first example, the planar array pattern with one symmetric null imposed at 40◦ is considered.
A uniform amplitude excitation (ai = 1) with no phase differences (βi = 0) is assumed in the array
factor for a comparison between GSA and one of the famous meta-heuristic techniques, namely PSO.
We test various sets of parameters and also the parameters as other works in the literature and finally
compare the results with each other. The achieved results show that choosing parameters the same as
other works in the literature is the best choice. Table 8 shows the primary parameters of PSO algorithm

Figure 7. The produced radiation pattern with one symmetric null imposed at 40◦.

Figure 8. Normalized positions of the elements in wavelengths synthesized for one null pattern using
GSA & PSO.

Figure 9. The produced radiation pattern with three nulls imposed at 40◦, 60◦ and 80◦.
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used in this test as it was used in the research work done previously [21, 31].
The corresponding pattern is shown in Figure 7. The maximum null depth obtained by using the

GSA is −201 dB, which is better than the −81.86 dB by the PSO. The positions of the array elements
(normalized to lambda) are shown in Figure 8 for imposing only one symmetric null.

In the next example, we set three separate symmetric nulls at 40◦, 60◦ and 80◦. Figure 9 obviously
shows that the placement is successful with nulls depth at least 191.7 dB down the main beam and the
SLL value of −34.72 dB. The element positions found by GSA and PSO are recorded in Figure 10 and
normalized with respect to wavelength.

In the third example, four desired symmetric nulls at 20◦, 40◦, 60◦ and 80◦ are assumed. The
average CF convergence rate over 20 trials is given in Figure 11. Figure 12 is concerned with the
placing of four separate symmetric nulls at 20◦, 40◦, 60◦ and 80◦. As can be seen in Table 9, GSA has
a better function in comparison with PSO algorithm in order to achieve deeper nulls.

Figure 10. Normalized positions of the elements in wavelengths synthesized for three nulls pattern
using GSA & PSO.

Figure 11. The produced radiation pattern with four symmetric nulls imposed at 20◦, 40◦, 60◦ and
80◦.

Table 9. Comparitive results for planar array with four nulls between GSA and PSO.

Algorithm PSO GSA
Null at 20◦ (dB) −61.3 −190.2
Null at 40◦ (dB) −34.65 −186.6
Null at 60◦ (dB) −62.23 −188.2
Null at 80◦ (dB) −200 −199.1
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Figure 12. Normalized positions of the elements in wavelengths synthesized for four nulls pattern
using GSA & PSO.

Figure 13. The produced radiation pattern with broad null at 41◦ to 47◦.

Figure 14. Normalized positions of the elements in wavelengths synthesized for broad null pattern
using GSA and PSO.

In the last example, the pattern with a broad null sector centered 45◦ with Δθ = 6◦ is considered.
The resulting pattern is shown in Figure 13. The desired broad null is achieved by GSA with a null
depth of −201.5 dB at 41◦ and 47◦, and the wide null is below −60 dB, but with PSO algorithm, the
null depth is −68 dB at 41◦ and 45◦, and also the wide null is below −60 dB. As seen in Figure 13, the
SLL attained with GSA is better than PSO. The geometry of the array for GSA and PSO is presented
in Figure 14.
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5. CONCLUSION

The present paper demonstrates the use of GSA optimization in the pattern synthesis of antenna arrays.
GSA is a new optimization technique which is inspired by the law of gravity and mass interactions. The
GSA method effectively evaluates the design of two types of antenna arrays to generate a radiation
pattern with desired characteristics. In the first type, synthesis of linear antenna arrays with deeper
nulls and SLL reduction by adjusting the element positions is considered. The numerical results show
that the GSA method produces minimum SLL and deeper nulls compared with other algorithms such as
PSO, CLPSO, ILPSO, BBO, CS, DE and COA. The GSA method is also employed to create an efficient
position, assisting the planar array elements in order to achieve the above-mentioned purposes. The
results obtained by this algorithm illustrate that maximum SLL is lower than the PSO. The SLL and null
depth obtained from GSA for planar array have been improved up to −30 dB and −200 dB, respectively.
The results reveal the superior performance of GSA to the other techniques reported in literature. To
reduce the coupling effects between elements in the planar array, we defin the desired minimum distance
between array elements. In this work, isotropic elements are implemented to synthesize the linear and
planar arrays, but it is not solely limited to this case. It can easily be implemented to array antennas
with non-isotropic elements and different geometrics for the design of various array patterns.

REFERENCES

1. Balanis, Antenna Theory Analysis and Design, 3rd Edition, Wiley, 2005.
2. Haupt, R. L., “Thinned arrays using genetic algorithms,” IEEE Transaction on Antennas and

Propagation, Vol. 42, 993–999, 1994.
3. Chatterjee, A., G. K. Mahanti, and P. R. S. Mahapatra, “Generation of phase-only pencil-beam

pair from concentric ring array antenna using gravitational search algorithm,” 2011 International
Conference on Communications and Signal Processing, 384–388, 2011.

4. Chatterjee, A., G. K. Mahanti, and P. R. S. Mahapatra, “Design of fully digital controlled
reconfigurable dual-beam concentric ring array antenna using gravitational search algorithm,”
Progress In Electromagnetics Research C, Vol. 18, 59–72, 2011.

5. Chatterjee, A., G. K. Mahanti, and N. N. Pathak, “Comparative performance of gravitational search
algorithm and modified particle swarm optimization algorithm for synthesis of thinned scanned
concentric ring array antenna,” Progress In Electromagnetics Research B, Vol. 25, 331–348, 2010.

6. Singh, U. and M. Rattan, “Design of linear and circular antenna arrays using cuckoo optimization
algorithm,” Progress In Electromagnetics Research C, Vol. 46, 1–11, 2004.

7. Bera, R., D. Mandal, R. Kar, and S. P. Ghoshal, “Application of improved particle swarm
optimization technique for thinning of concentric hexagonal array antenna,” World Congress on
Information and Communication Technologies (WICT), IEEE, 2014.

8. Roy, G. G., S. Das, and P. Chakraborty, “Design of non-uniform circular antenna arrays using a
modified invasive weed optimization algorithm,” IEEE Transaction on Antennas and propagation,
Vol. 59, No. 1, 110–118, January 2011.

9. Goswami, B. and D. Mandal, “Genetic algorithm for nulls and side lobe level control in a linear
antenna array,” Journal of King Saud University — Computer and Information Sciences, June
2012.

10. Florence, P. V. and G. S. N. Raju, “Synthesis of linear antenna arrays using accelerate particle
swarm optimization algorithm,” International Journal of Computer Applications, Vol. 103, No. 3,
43–49, October 2014.

11. Wu, H. and C. Liu, “Planar array synthesis with sidelobe reduction and null control using invasive
weed optimization,” Progress In Electromagnetics Research M, Vol. 33, 83–94, 2013.

12. Jeyali Laseetha, T. S. and R. Sukanesh, “Synthesis of linear antenna array using genetic algorithm
to maximum side lobe level reduction,” International Journal of Computer Applications, Vol. 20,
No. 7, 27–33, April 2011.



144 Hesari and Ebrahimzadeh

13. Abdul Rani, K. N. and F. Malek, “Symmetric linear antenna array geometry synthesis using cuckoo
search metaheuristic algorithm,” Asia Pacific Conference on Communications, October 2011.

14. Prado, D. R., J. Alvarez, M. Arrebola, M. R. Pino, R. G. Ayestaran, and F. Las-Heras,
“Efficient, accurate and scalable reflectarray phase-only synthesis based on the Levenberg-
Marquardt algorithm,” Applied Computational Electromagnetics Society (ACES) Journal, Vol. 30,
No. 12, 1246–1255, December 2015.

15. Perini, J. and M. Idselis, “Note on antenna pattern synthesis using numerical iterative methods,”
IEEE Transaction on Antennas and Propagation, Vol. 19, No. 2, 284–286, March 1971.

16. Zhou, M., S. B. Sorensen, O. S. Kim, E. Jorgensen, P. Meincke, and O. Breinbjerg, “Direct
optimization of printed reflectarrays for contoured beam satellite antenna applications,” IEEE
Transaction on Antennas and Propagation, Vol. 61, No. 4, 1995–2004, April 2013.

17. Prado, D. R., M. Arrebola, M. R. Pino, and F. Las-Heras, “Complex reflection coefficients
synthesis applied to dual-polarized reflectarrays with crosspolar requirements,” IEEE Transactions
on Antennas and Propagation, Vol. 63, No. 9, 3897–3907, September 2015.

18. Bucci, O. M., G. Franceschetti, G. Mazzarella, and G. Panariello, “Intersection approach to array
pattern synthesis,” IEE Proc. Microw. Antennas Propag., Vol. 137, No. 6, 349–357, December 1990.

19. Chen, K., X. Yun, Z. He, and C. Han, “Synthesis of sparse planar arrays using modified real genetic
algorithm,” IEEE Transaction on Antennas and Propagation, Vol. 55, 1067–1073, 2007.

20. Robinson, J. and Y. Rahmat-Samii, “Particle swarm optimization in electromagnetics,” IEEE
Transaction on Antennas and Propagation, Vol. 52, 397–407, 2004.

21. Khodier, M. M. and C. G. Christodoulou, “Linear array geometry synthesis with minimum sidelobe
level and null control using particle swarm optimization,” IEEE Transaction on Antennas and
Propagation, Vol. 53, No. 8, 2674–2679, March 2005.

22. Karimkashi, S. and A. Kishk, “Invasive weed optimization and its features in electromagnetics,”
IEEE Transaction on Antennas and propagation, Vol. 58, 1269–1278, 2010.

23. Rocca, P., G. Oliveri, and A. Massa,“Differential evolution as applied to electromagnetics,” IEEE
Antennas and Propagation Magazine, Vol. 53, 38–49, 2011.

24. Tolga Altinoz, O. and A. Egemen Yilmaz, “Calculation of optimized parameters of rectangular
patch antenna using Gravitional Search Algorithm,” International Symposium on Innovations in
Intelligent Systems and Applications, 2011.

25. Wang, W.-B., Q. Feng, and D. Liu, “Application of chaotic particle swarm optimization algorithm
to pattern synthesis of antenna arrays,” Progress In Electromagnetics Research, Vol. 115, 173–189,
2011.

26. Kaur, A. and S. Goyal., “Reduction of side lobe level in linear antenna array using PSOGSA
algorithm,” International Journal of Enhanced Research in Science Technology & Engineering,
Vol. 2, No. 9, 19–23, 2013.

27. Li, W.-T., X.-W. Shi, and Y.-Q. Hei, “An improved particle swarm optimization algorithm for
pattern synthesis of phased arrays,” Progress In Electromagnetics Research, Vol. 82, 319–332, 2008.

28. Singh, U., D. Singh, and C. Kaur, “Thining of planar circular array antennas using firefly
algorithm,” Proceeding of 2014 RAECS UIET Panjab University Chandigarh, March 2014.

29. Bayraktar, Z., M. komurcu, J. A. Bossard, and D. H. werner, “The wind driven optimization
technique and its application in electromagnetics,” IEEE Transaction on Antennas and
Propagation, Vol. 61, No. 5, May 2013.

30. Li, X. and M. Yin, “Optimal synthesis of linear antenna array with composite differential evolution
algorithm,” Science Iranica, Vol. 19, No. 6, 1780–1787, Sharif University of Technology, December
2012.

31. Shpak, D. J., “A method for the optimal pattern synthesis of linear arrays with prescribed nulls,”
IEEE Transaction on Antennas and Propagation, Vol. 44, 286–294, 1996.

32. Lozano, M. V., J. A. Rodriguez, and F. Ares, “Recalculating linear array antennas to compensate
for failed elements while maintaining fixed nulls,” Journal of Electromagnetics Wave and
Applications, Vol. 13, No. 3, 397–412, 1999.



Progress In Electromagnetics Research B, Vol. 73, 2017 145

33. Vescovo, R., “Null synthesis by phase control for antenna arrays,” Electronics Letters, Vol. 36,
198–199, 2000.

34. Chung, Y. C. and R. L. Haupt, “Amplitude and phase adaptive nulling with a genetic algorithm,”
Journal of Electromagnetic Waves and Applications, Vol. 14, No. 5, 631–649, 2000.

35. Rashedi, E., H. Nezamabadi-Pour, and S. Saryazdi, “GSA: A gravitational search algorithm,”
Information Sciences, Vol. 179, No. 13, 232–2248, ISSN 0020-0255, June 13, 2009.

36. Guney, K. and A. Akdagli, “Null steering of linear antenna arrays using a modified Tabu Search
Algorithm,” Progress In Electromagnetics Research, Vol. 33, 167–182, 2001.

37. Rajo-Iglesias, E. and O. Quevedo-Teruel, “Linear array synthesis using an ant-colony-optimization-
based algorithm,” IEEE Antennas and Propagation Magazine, Vol. 49, No. 2, 70–79, April 2007.

38. Zhang, L., Y. C. Jiao, B. Chen, and F. S. Zhang, “Synthesis of linear aperiodic arrays using a
self-adaptive hybrid differential evolution algorithm,” Microwave and Antennas Propag., Vol. 5,
1524–1528, 2011.

39. Al-Azza, A. A., A. A. Al-John, and F. J. Harackiewiez, “Spider monkey optimization: A novel
technique for antenna optimization,” IEEE Antennas and Wireless Propagation Letters, Vol. 15,
1016–1019, 2016.

40. Khodier, M., “Optimization of antenna arrays using the cuckoo search algorithm,” IET Microwaves,
Antennas and Propagation, Vol. 7, No. 6, 458–464, 2013.

41. Liu, D., Q. Feng, W.-B. Wang, and X. Yu, “Synthesis of unequally spaced antenna arrays by using
inheritance learning particle swarm optimization,” Progress In Electromagnetics Research, Vol. 118,
205–221, 2011.

42. Goudos, S. K., V. Moysiadou, T. Samaras, K. Siakavara, and J. N. Sahalos, “Application of a
comprehensive learning particle swarm optimizer to unequally spaced linear array synthesis with
sidelobe level suppression and null control,” IEEE Antennas and Wireless Propagation Letters,
Vol. 9, 125–129, 2010.


