
Progress In Electromagnetics Research B, Vol. 70, 41–53, 2016

Sliding Spotlight Bistatic Synthetic Aperture Radar Image
Formation Algorithm Based on Direct-Path Signal Compensation

Feifei Yan*, Wenge Chang, Xiangyang Li, and Qilei Zhang

Abstract—In fixed-receiver bistatic synthetic aperture radar (SAR), the spaceborne SAR is used as
an illuminator. The direct-path signal and bistatic SAR raw data are sampled by the fixed-receiver
which is placed on the top of a building or a hill. As the direct-path signal has high signal-to-noise
ratio (SNR) advantage and almost the same synchronization error terms, it is used as the reference
signal for the range matched filtering. Then the range compression can be realized with a time and
frequency synchronization process. However, after range match filtering by the direct-path signal, the
range history of point target consists of three square-root terms, for which it is hard to use the Principle
of Stationary Phase (POSP). Meanwhile, the two-dimensional (2-D) spatial variation of the target’s 2-D
frequency spectrum is serious. By combining azimuth preprocessing, direct-path signal compensation
and nonlinear Chirp Scaling (NLCS) imaging algorithm, a new focusing algorithm is presented in this
paper. Simulation results of point targets are presented to validate the efficiency and feasibility of the
proposed imaging algorithm. Finally, this algorithm is also validated by the measured data which is
obtained using the HITCHHIKER system.

1. INTRODUCTION

Synthetic aperture radar (SAR) is a microwave imaging tool for remote sensing. It can acquire high
resolution images of the scene in all weather conditions. In a fixed-receiver bistatic SAR system, the
receiver is fixed on the ground or on a building, and the transmitter is usually mounted on the spaceborne
platform. It is benefitial in terms of low-cost, higher operational flexibility, etc. These features make it
irreplaceable for both civil and military services.

Time and frequency synchronization is a big challenge in a bistatic SAR system. Taking into
account the high signal-to-noise ratio (SNR) advantage and almost the same synchronization error
terms, the direct-path data are used as the reference signal for range matched filtering [1, 2]. Then the
time and frequency synchronization errors of the bistatic SAR raw data can be eliminated precisely.
However, by observing the analytical equation of the synchronized signal, it can be seen that the range
history consists of three square-root terms, which means that it is hard to get the two-dimensional (2-D)
frequency spectrum. Usually, time-domain imaging method is used to realize the focusing of the scene.
However, this method suffers from severe computational load.

Based on the Method of Series Reversion (MSR), a range-Doppler imaging algorithm is proposed
in sliding spotlight bistatic SAR [3]. By using the 2-D Principle of Stationary Phase (POSP), two
Doppler-based monostatic imaging algorithms, range-Doppler algorithm and Chirp Scaling algorithm,
are implemented to deal with the moderate-squint azimuth-variant bistatic SAR data [4]. Based on the 2-
D inverse Scaling Fourier transform, a frequency-domain imaging algorithm of the spaceborne/airborne
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configuration is proposed in [5]. However, due to serious spatial variation of the point target after range
compression with the direct-path signal, these imaging algorithms cannot be applied anymore.

In this paper, we are concerned with the frequency-domain imaging algorithm for the synchronized
data using the mentioned method in fixed-receiver bistatic SAR. The transmitter is working in the sliding
spotlight mode. Based on the preprocessing in azimuth direction, direct-path signal compensation
and Nonlinear Chirp Scaling (NLCS) algorithm, a focusing algorithm is proposed. Then simulation
experiments are performed to verify the efficiency and accuracy of the proposed method. Finally, the
performance of the proposed method is also tested with the measured data of HITCHHKIER system [4].

The paper is arranged as follows. In Section 2, the geometry of a fixed receiver bistatic SAR and the
proposed imaging algorithm are introduced. Simulation results and measured data results are presented
in Section 3. Finally, in Section 4, the summary is presented.

2. GEOMETRY OF FIXED-RECEIVER BISTATIC SAR AND THE PROPOSED
METHOD

In a fixed-receiver bistatic SAR system, the receiver has two receive channels. The first channel is
dedicated to the acquisition of the direct-path signal. The second one is used to sample the bistatic
SAR raw data of the scene.

The imaging geometry of the fixed-receiver bistatic SAR is shown in Figure 1. Here, a right-hand
Cartesian coordinate system is used. The projection of the receiver is selected as the coordinate origin.
The transmitter moves with velocity vT along the Y axis, working in sliding spotlight mode [1]. The
height of the fixed-receiver is HR. The coordinate of point target P is (x, y, 0). As shown in Figure 1,
the bistatic range of P can be written as

rT (tm) =
√

r2
T0 + v2

T (tm − t0)
2, t0 = y

(
1
vT

− 1
vTF

)
(1)

rR (y) =
√

r2
R0 + y2 (2)

where tm is the slow time and vTF the velocity of the transmitter’s beam footprint. rT0 and rR0 are
the closest distances from the transmitter and the receiver to the target, respectively.

During the synthetic aperture time of P , the range history of the direct-path signal can be written
as

rD(tm) =
√

r2
D0 + v2

T (tm + t1)
2, t1 =

y

vT
(3)

where t1 is the time when the distance from the transmitter to the target P is the closest distance rD0.
Assume that the transmitter signal is a linear frequency modulation (LFM) signal. After quadrature

demodulation, the raw data of the fixed-receiver bistatic SAR system with time and frequency

Figure 1. Fixed-receiver bistatic SAR system.
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synchronization errors can be written as

sr (tm, τ ) = σpωa (tm − t0)ωr

(
τ − rT (tm) + rR (y)

c
− e(tm)

)
exp (jφe (tm))

×exp

(
jπkr

(
τ − rT (tm)+rR (y)

c
− e (tm)

)2
)
×exp

(
−j2πf0

(
rT (tm)+rR (y)

c
+ e (tm)

))
(4)

where τ is the fast time, σp the terrain reflectivity at P , kr the chirp rate, f0 the carrier frequency.
e(tm) and φe(tm) describe the time and frequency synchronization errors, respectively. ωr and ωa are
the antenna beam patterns in the range and azimuth direction, respectively.

According to Eq. (4), the time synchronization error e(tm) introduces an increasing range
displacement. φe(tm) is a phase error varied with the slow time [6]. Therefore, the quality of bistatic
SAR image will be degraded by the time and phase synchronization errors. To improve the focusing
performance of imaging algorithm, some time and phase synchronization compensation techniques
should be performed.

Supposing that the direct-path channel and the bistatic SAR raw data channel are balanced in
advance, both channels’ signals suffer from the same time and phase synchronization errors. After
quadrature demodulation, the direct-path signal can be expressed by

sd (tm, τ ) = ωr

(
τ − rD (tm)

c
− e (tm)

)
exp

(
jπk

(
τ − rD (tm)

c
− e (tm)

)2
)

× exp
(
−j2πf0

(
rD (tm)

c
+ e (tm)

))
exp (jφe (tm)) (5)

After range match filtering by the direct-path signal, the bistatic SAR raw data can be written
as [2]

s (tm, τ ) = σpωa (tm − t0) ωr

(
τ − r (tm)

c

)
exp

(
−j2π

r (tm)
λ

)
(6)

where λ = c/f0 is the wavelength and r(tm) the range history of point target after range match filtering
by the direct-path signal

r (tm) = rT (tm) + rR (y) − rD (tm) (7)

As can be seen from Eqs. (6) and (7), after range match filtering by the direct-path signal, the
synchronization errors can be eliminated precisely during the range compression. However, the range
history of point target is composed of three square-root terms, which is hardly to be resolved.

2.1. Two-Dimensional Spatial Variation of Spectrum

Since r(tm) consists of three square-root terms, it is hard to use the POSP. To obtain the 2-D frequency
spectrum of the bistatic SAR raw data, the phase terms of Eq. (6) is expanded by Taylor series expansion,
and then we can get

rT (tm) = KT0 + KT1tm + KT2t
2
m + . . . (8)

rD (tm) = KD0 + KD1tm + KD2t
2
m + . . . (9)

where

KT0 =
√

r2
T0 + v2

T t2T0, KT1 = − v2
T tT0√

r2
T0 + v2

T t2T0

, . . . (10)
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√
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D0 + v2

T t2D0

, . . . (11)

Then r(tm) can be written as

r (tm) = μ0 + μ1tm + μ2t
2
m + μ3t

3
m + μ4t

4
m + . . . (12)
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where
μ0 = KT0 + rR(tT0, rT0) − KD0, μ1 = KT1 − KD1, . . . (13)

Based on the MSR and keeping the terms up to a fourth-order term, the 2-D frequency spectrum
of Eq. (6) can be deduced and expressed as

S (fτ , fa) = Wr (fτ )Wa (fa) exp (jφ (fτ , fa)) (14)
Ignoring the high order terms of fτ and fa, φ(fτ , fa) can be written as

φ (fτ , fa) ≈ φc + φ0 (fa, r) + φ1 (fa, fτ , r) + φ2 (fa, fτ , r) (15)
where r is the range position of point target.

The detailed expressions of the four phase terms in Eq. (15) can be found in [7]. The first term is
a residual phase which is irrelevant to fτ and fa, so it has no effect on the focusing result. φ0(fa, r) is
the azimuth modulation term which is irrelevant to fτ . The third term in Eq. (15) represents the range
cell migration (RCM) which is linearly dependent on fτ . The fourth term in Eq. (15) is a range and
azimuth coupling phase.

Usually, the 2-D coupling phase term φ2(fa, fτ , r) is weakly range dependent, so it can be
compensated by the reference range, and it is sufficient for the whole scene [7].

Figure 2 shows the residual phase of point target (azimuth: 1000 m) after compensated by the
reference point target. As can be seen from Figure 2, if the 2-D coupling phase is compensated by the
reference range, the residual phase of the marginal target is too big to realize the focusing of the scene.
So the targets suffer from serious spatial variation after range compressed by the direct-path signal.

Figure 2. Residual phase of marginal point target.

To realize the focusing of the scene and decrease the complexity of the range history in Eq. (7),
the accurate range history of the direct-path signal is estimated, and the terms of the direct-path signal
in Eq. (6) are eliminated by phase compensated along the azimuth direction. Finally, the NLCS image
algorithm is used to realize the focusing of the bistatic SAR raw data.

2.2. Range History of the Direct-Path Signal

According to the orbit information of the satellite, the range history of the direct-path signal can be
expressed by a fourth-order polynomial expansion [8]

rD (tm) = a0 + a1tm + a2t
2
m + a3t

3
m + a4t

4
m (16)

where ai, i = 0 ∼ 4 are the polynomial coefficients which can be estimated from the orbital
information [8].

The zero Doppler time (ZDT) t0 is defined at which rD(tm) has a minimum value and
drD(tm)/dtm = 0. If the real ZDT is nonzero and defined by t0, then the real range history of the
direct-path signal is

r′D (tm) = rD (tm − t0) (17)
Substituting tm − t0 in Eq. (16), r′D(tm) can be expressed by a new fourth-order polynomial

r′D (tm) = a′0 + a′1tm + a′2t
2
m + a′3t

3
m + a′4t

4
m (18)



Progress In Electromagnetics Research B, Vol. 70, 2016 45

where
a′0 = a4t

4
0 − a3t

3
0 + a2t

2
0 − a1t0 + a0

a′1 = 4a4t
3
0 + 3a3t

2
0 − 2a2t0 + a1

a′2 = 6a4t
2
0 − 3a3t0 + a2

a′3 = −4a4t0 + a3

a′4 = a4

(19)

From Eq. (19), it can be seen that the third-order polynomial coefficient is, in relative terms, very
sensitive to t0. Therefore, t0 can be estimated by

t0 =
a3 − a′3

4a4
(20)

Based on the polynomial fit of the direct-path signal’s peak phase, a method to estimate t0 is
proposed in [8], and then the real range history r′D(tm) of the direct-path signal can be obtained.

However, due to phase noise, there is a ZDT estimate error. Let us denote the ZDT estimate error
by Δt0. After compensation with the estimated range history r′D(tm − Δt0), the bistatic SAR raw data
can be expressed as

s1 (τ, tm) = σpωr

(
τ − r (tm)

c

)
exp

(
−j2π

r (tm)
λ

)
(21)

where
r (tm) = rT (tm) + rR (y) + r′D (tm) − r′D (tm − Δt0) = rT (tm) + rR (y) + ΔrD (tm) (22)

According to Eqs. (21) and (22), it can be seen that the ZDT estimate error results in not only the
RCM error ΔrD(tm)/c, but also the distortion of peak phase error exp(−j2πf0ΔrD(tm)/c) along the
azimuth direction. The effects of the two errors are derived analytically below.
(1) RCM error

According to the simulated parameters list in Table 1, the RCM error is shown in Figure 3.
As can be seen from Figure 3, the RCM error changes linearly with the ZDT error. When 1/4 of
the range sampling interval is used as the RCM error lower bound, the estimated error of ZDT
should smaller than 0.02 s.

(2) Peak phase error in azimuth direction
According to Eqs. and (17), the peak phase error can be analytically described by a linear
superposition of four different components: constant phase, linear phase, quadratic phase and high
frequency phase

φ(tm) = φc + 2πk1tm + πk2t
2
m + Δφ (23)

where φc is the constant phase which has no influence on the image. k1 and k2 are the coefficients
of linear phase and quadratic phase, respectively. Δφ = πk3t

3 + πk4t
4
m + . . . is the high frequency

phase.
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Figure 3. RCM error.
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Since the phase error not only defocuses the SAR image but also causes spurious sidelobes in the
impulse function, an analysis of the phase errors is necessary [9].
(a) The linear phase will cause a shift of the bistatic impulse response in azimuth direction. The

azimuth shift is given by Δx′ = k1vT /ka in [9]. ka is the Doppler frequency modulation rate.
(b) The quadratic phase will cause a widening of the azimuth response and phase error. For a

bistatic SAR, this error can be approximated by quadratic phase errors: QPE = πk2T
2
syn

/
4.

(c) High frequency phase will cause spurious sidelobes in the impulse response function. If the
estimate error of the ZDT is 0.1 s, then k3/ka ≈ 3.95e−6, so the influence of the high frequency
phase on the azimuth focusing can be ignored.

The influences of the linear and quadratic phase errors are shown in Figure 4.
As can be seen from Figure 4(a), the linear phase will introduce a drift in azimuth direction.

Figure 4(b) shows that the QPE varies with the estimate error of ZDT. A typical requirement of QPE
is QPE < π/4 which leads to a resolution loss of 10% in azimuth processing [9]. In this example, the
QPE can be ignored.
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Figure 4. Influences of the phase errors. (a) Azimuth shift. (b) QPE.

2.3. The Proposed Imaging Algorithm

In a sliding spotlight bistatic SAR system, the steering of the transmitter’s antenna beam results in the
increase of the azimuth bandwidth and introduces a linear Doppler centroid varying with the azimuth
position of the target. Usually, the Doppler centroid of marginal point target will be outside the PRF
range. If the phase of the direct-path signal is compensated, then the bistatic SAR raw data will be
aliased in azimuth Doppler frequency domain. Hence, the preprocessing in azimuth direction should
be performed before the image focusing [10]. After preprocessing in the azimuth direction, the signal
sr(τ, t′m) is compensated by the phase terms of r′D(tm), and then the NLCS imaging algorithm is used
to realize the focusing of the scene [11, 12].

2.3.1. Azimuth Preprocessing

The reference signal for azimuth preprocessing can be expressed by
Href (ta) = exp

(
jπkat

2
m

)
(24)

where ka = v2
T

/
(λrT0).

Convoluting the bistatic SAR raw data in Eq. (6) with the reference signal expressed in Eq. (24),
we can get the following result

S2

(
fτ , t

′
m

)
= exp

(
jπkat

′2
m

)
×
∫

Sr (fτ , x) exp
(
jπkax

2
)
exp (−j2πkatmx) dx

= Href

(
t′m
) · FFT [Sr (fτ , tm)Href (tm)] (25)
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Figure 5. Azimuth preprocessing. (a) Bistatic SAR raw data. (b) After multiplied by the reference
signal. (c) After convolution. (d) Result of azimuth preprocessing.

After being multiplied by the reference function, it can be seen from Figure 5(b) that the supporting
area of the bistatic SAR raw data is confined in (Ta, PRF) in range-Doppler frequency domain. The
integration in Eq. (25) can be seen as a fast Fourier transform (FFT) from the azimuth coordinate tm
to a new azimuth coordinate t′m, which is shown in Figure 5(c). When the quadratic phase H∗

ref (t′m) is
compensated in the new azimuth coordinate t′m, the un-aliased raw data is shown in Figure 5(d).

The convolution of Eq. (25) in 2-D frequency domain can be rewritten as

S2

(
fτ , f

′
tm

)
= Sr

(
fτ , f

′
tm

)
Href

(
f ′

tm

)
(26)

where f ′
tm is the frequency variable corresponding to t′m and Href (f ′

tm) the 2-D frequency spectrum of
Href(t′m).

If the second term in the right side of Eq. (26) is compensated, we can finally get the bistatic SAR
raw data sr(τ, t′m) without Doppler centroid aliasing.

2.3.2. Direct-Path Signal Compensation

After preprocessing in the azimuth direction, the bistatic SAR raw data sr(τ, t′m) are compensated by
the phase terms of the estimated range history of the direct-path signal

sRC

(
τ, t′m

)
= sr

(
τ, t′m

)
exp

(
−j2π

fc + fτ

c
r′D
(
t′m
))

(27)

where r′D(t′m) is the interpolation result of r′D(tm) in the new coordinate t′m.
After being compensated by the phase of direct-path signal, the serious spatial variation introduced

by the direct-path signal can be eliminated. Then the bistatic SAR raw data can be written as

sRC

(
τ, t′m

)
= σpωr

(
τ − rT (t′m)+rR (y′)+ΔrD (t′m)

c

)
×exp

(
−j2πf0

rT (t′m)+rR (y′)+ΔrD (t′m)
c

)
(28)

where ΔrD(t′m) is the residual range history term introduced by the estimate error of ZDT. Then the
NLCS imaging algorithm is performed to realize focusing of the scene.
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2.3.3. Perturbation Function

As the Doppler FM rates vary along the azimuth positions, the azimuth focusing cannot be handled
using a single frequency domain filter. A perturbation function hpert(t′m) = exp(jπαt

′4
m) is multiplied

to the signal in azimuth direction. Then the Doppler frequency modulation rates are altered to the
reference target. Therefore, after perturbation, the Doppler frequency modulation rate of target P is

K
′
a(yp) =

1
2π

d2(πKa(yp)(t′m − t0)2 + παt
′4
m)

dt′2m
|tm=t0 = Ka(yp) + 6αt20 (29)

The Doppler frequency modulation rate in Eq. (29) should be equal to Ka(0). Therefore, the
coefficient α is given by

α = −ΔKa(yp)
6t20

= −Ka(yp) − Ka(0)
6t20

(30)

Expanding the exponential phase in Eq. (28) by second-order Taylor series, we have

sRC(t′m, τ) ≈
∑

sin c
(
B
(
τ − r

(
t′m
)
/c
))

exp(−jφ0) × exp
(
jπKa(yp)(t′m − t0)2

)
(31)

where φ0 is a constant phase.
The exponential phase of Eq. (31) can be written as

ϕAp = exp(jπKa(yp)(t′m−t0)2+jπαt
′4
m) exp(−jφ0) = exp(jπKa(0)(t′m−t0)2)·exp(jφΔ) exp(−jφ0) (32)

where φΔ is the residual phase error after NLCS process.

2.3.4. RCM Correction (RCMC)

According to [11], the RCM difference between the closest point target and the marginal point target can
be neglected. Therefore, the RCMC can be performed using rT0 as reference range. So the expression
of RCMC is

HRCMC(fa, fr) = exp

(
jπ

rT0

c

(
fa

faM

)2

fr

)
(33)

2.3.5. Azimuth Focusing and Phase Compensation

As shown in Eq. (32), the Doppler frequency modulation rates of the targets have been equalized along
the azimuth direction by NLCS process. However, a residual phase in Eq. (32) should be taken into
account during the azimuth focusing. Setting t = t′m − t0, the residual phase can be expressed as

φΔ = πKa(yp)(t′m − t0)2 + παt
′4
m − πKa(0)(t′m − t0)2 = παt4 + 4παt3t0 + 4παtt30 + παt40 (34)

As can be seen from Eq. (34), there are four exponential terms. The first term is a quartic phase
modulation which will bring the main-lobe broadening and the side-lobe raising. The second term is
a cubic phase modulation, which will bring the asymmetry side-lobe. The third term is a linear term
(Doppler shift), which will introduce a shift in the Doppler frequency domain, so different targets occupy
different parts in the Doppler frequency domain. The last one is a constant phase term, which has no
effect on the imaging processing.

In the spaceborne case, the amounts of the higher order phase terms are significant, which should
be taken into account in the azimuth match filtering [11]. After azimuth Fourier transform, Eq. (34)
can be expressed as

φΔfa ≈ −π
f2

a

Ka(0)
+ πα

(
fa

Ka(0)

)4

+ 4πα

(
fa

Ka(0)

)3

t0 + 4πα
fa

Ka(0)
t30 + παt40 − 2πfat0 (35)

It should be pointed out that the derivation of the stationary point in Eq. (35) has ignored the
high order phase terms and linear phase term. The quartic phase modulation is the same for all targets
in the same range bin, and the compensation of that can be combined with the compensation of the
quadratic phase modulation. However, the amounts of the cubic and linear phase modulation vary with
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the azimuth position t0. Therefore, the compensation of these phase terms cannot be applied using a
single frequency domain matched filter. To overcome this difficulty, an effective sub-aperture approach
is proposed to deal with the azimuth-dependent characteristic of the azimuth compression. The sub-
aperture approach divides the echo into sub-apertures in time-domain and finds a frequency domain
matched filter which compensates the cubic and linear phase modulation for each sub-aperture. The
sub-aperture frequency domain matched filter is built using the center position of the sub-aperture as
reference. After Inverse FFT, the sub-aperture data is focused well. At last, the focused sub-aperture
images are combined to a whole image. It is necessary that there should be a little overlap (5%) between
sub-apertures for the continuity of the phase.

The key of the sub-aperture approach is the division of the sub-aperture. In the case of large
sub-aperture, the phase error is significant, which will deteriorate the image quality. If the sub-aperture
is too small, the approach is inefficient. In this paper, we use π/8 as the cubic phase error lower bound

4πα

(
Tsyn

2

)3 Δt0
2

≤ π

8
(36)

where Tsyn is the synthetic aperture time

Tsyn ≈ rT0θT

vTF
=

rT0DT

λvTF
(37)

where θT is the the transmitter’s beamwidth and DT the size of the transmitter’s antenna.
Therefore, the sub-aperture Δt0 should satisfy

Δt0 ≤ 1
2αT 3

syn

=
1
2α

(
rT0DT

λvTF

)3

(38)

Figure 6 shows the main steps of the proposed imaging algorithm. Firstly, the azimuth preprocessing
an direct-path signal compensation are performed. Then the NLCS transform is performed to equalize
the Doppler frequency modulation rates in the azimuth direction. The azimuth compression algorithm
consists of two steps: compensating the quadratic and quartic phase modulation in the whole aperture
to realize coarse focus and compensating the cubic and linear phase modulation in sub-aperture to
realize fine focus.

Figure 6. Main steps of the proposed imaging method.

3. VALIDATION TEST

Several simulations are carried out in this section to test the proposed imaging algorithm. First,
simulations of point targets are performed to test the focusing accuracy of the proposed algorithm.
Second, this imaging algorithm is validated with measured data obtained using HITCHHIKER system.
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3.1. Simulation Results

Table 1 shows the simulation parameters. Several targets are arranged as a 3×5 matrix in the simulated
scene.

Table 1. Simulation parameters.

Parameter Value
HT 514 km
rT0 854 km
HR 100 m
rR0 1200 m

Transmitter velocity 7700 m/s
Transmitter’s beam footprint velocity 2100 m/s

Center frequency 9.65 GHz
PRF 3224 Hz

Simulation bandwidth 30 MHz

The synchronization errors are listed in [13]. The real ZDT is set to 0.38 s. According to the
simulation parameters in Table 1, the direct-path signal and the bistatic SAR raw data of point targets
with time and frequency synchronization errors are generated. The direct-path signal is used to estimate
the ZDT. As the analytical expression of the ZDT’s estimate error is hard to obtain, the Monte Carlo
simulations are performed to test the estimation precision of the ZDT. The Monte Carlo simulation is
executed 100 times.

Figure 7(a) shows the estimation results of the ZDT. It is seen that the estimated value varies
around the initial ZDT value. Figure 7(b) shows the estimation error of the ZDT. The maximum
estimation error is less than 0.02 s. Therefore, the estimation errors satisfy the demand of the range
migration error.
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Figure 7. ZDT estimate result. (a) Estimated ZDT. (b) Estimate error of ZDT.

The direct-path signal is used as the reference signal in the range matched filtering. Then, by using
the scheme of the proposed imaging algorithm, the bistatic SAR raw data are processed, and the image
is shown below. The estimation error of the ZDT is about 0.011 s.

Figure 8 shows the images of the simulated point targets. As can be seen from Figure 8, all the
point targets are well focused, which validates the efficiency of the imaging algorithm. Meanwhile,
due to the estimation error of the ZDT, there is a shift (About 85 m) in the azimuth direction, which
coincides with the value computed by Δx′ = k1vT /ka.
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Meanwhile, the image performances of three represent point targets (A, B, C) are listed in Table 2.

Table 2. Image performances.

δR PSLRR δA PSLRA

Ideal 5.25 m −13.26 dB 1.96 m −13.26 dB
A 5.86 m −13.05 dB 1.97 m −13.12 dB
B 5.27 m −13.17 dB 2.07 m −13.14 dB
C 5.73 m −12.74 dB 2.12 m −13.05 dB
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Figure 8. Images of point targets.

From Table 2, it can be seen that the range and azimuth resolutions (δR and δA) of the three
represent point targets approach the ideal values quite well.

3.2. Experiment Results

In 2009, a series of bistatic SAR experiments was performed by the the SAR research group of the center
for sensor systems (ZESS) [1, 2]. The DLR’s TerraSAR-X/TanDEM-X satellite was used as illuminating
transmitter in 300 MHz high-resolution sliding spotlight mode, and the high resolution SAR data was
acquired by a stationary receiver. The radar data has been provided by ZESS, HITCHHIKER project
in 〈2015〉 (http://hitchhiker.zess.uni-siegen.de/). The scene extension was about 3 km × 8 km. The
parameters of the experiment are shown in Table 1.

The acquired data is processed along the scheme of the proposed method in Figure 6. Figure 9(a)
shows the image generated by the back projection algorithm. The bistatic image is shown in Figure 9(b).
Details of the focusing image are shown in Figure 10.

From Figure 9 and Figure 10, it can be seen that the proposed imaging algorithm has almost the
same focusing performance as the time-domain algorithm. The advantage is that the proposed imaging
algorithm is more computationally efficient than the time-domain method in a personal computer.
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(a) (b)

Figure 9. Images of the measured data. (a) Back project image (Combined image of the interferometric
phase and radar intensity). (b) Image of the proposed method.

(a) (b) (c)

Figure 10. Details of the image. (a) Orthophoto. (b) Back project image. (c) Image of the proposed
method.

4. CONCLUSIONS

In this paper, an efficient imaging algorithm for sliding spotlight bistatic SAR with fixed-receiver
is presented. Based on azimuth preprocessing, direct-path signal compensation and nonlinear Chirp
Scaling imaging algorithm, the proposed method can realize the focusing of the scene, and the imaging
efficiency is greatly improved. Simulation results of point targets prove that the proposed imaging
algorithm is much more efficient than the time-domain method. Finally, the proposed method is also
tested successfully with the measured bistatic data of HITCHHIKER system, which further verifies the
superior performance of the proposal.
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