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Performance of the Reflectivity Measurement
in a Reverberation Chamber

Angelo Gifuni1, *, Horiya Khenouchi2, and Gilda Schirinzi1

Abstract—The reflectivity measurement of materials is an innovative application of a reverberation
chamber (RC). In this paper we show an analysis of the performance of the reflectivity measurement
in an RC in terms of uncertainty of measurement and relevant noise level. The model for reflectivity
measurement, which is already present in literature, is based on the absorption cross section (ACS)
measurements. If the ACS measurements are averaged with respect to the configurations of the
measurement system, then the relevant uncertainty depends only on the number of independent samples.
Here, the performance of the reflectivity measurements is shown in cases where it depends only on the
number of independent samples acquired in an RC. Simulations and measurements confirm the validity
of the expected results.

1. INTRODUCTION

A reverberation chamber (RC) is an attractive testing facility [1], which simulates realistic test
environments [2]. Various applications have already been available [1], and others are being studied.
In particular, applications for radiate power measurements are shown in [3]; applications for shielding
effectiveness measurements are shown in [4–13]; applications for absorption measurements are shown
in [14–19]; applications for radiation efficiency measurements of antennas are shown in [20–22]; studies
for the testing of wireless devices by emulations of a Rician radio environment are shown in [23–26]. The
reflectivity measurement of materials is certainly an innovative application of an RC. The absorbing
surface method for the reflectivity measurements in an RC was developed in [15], and some initial
results on the metallic mesh grid and fabric and nonwoven fabric are shown in [27, 28]. This method
uses a high-quality microwave absorber to create an equivalent free space between a plane sample of
the material under test and the surface of the absorber, so that the reflected energy by the sample
is separated from the one transmitted through it; the ratio between the former and the incident one,
which represents the reflectivity coefficient of the sample under test, can be estimated by a simple
measurement procedure [15]. However, no analysis of the performance of the measurement method in
terms of measurement uncertainty and relevant noise level (NL) has been systematically done so far.
The procedure considers three absorption cross section (ACS) measurements, which are achieved by as
many measurements of insertion loss (IL). Note that in this paper the IL is defined so that its value in
dB turns out to be negative. The uncertainty of an ACS measurement depends on the configuration of
the measurement system as well [22]; the component of uncertainty due to the configuration is connected
to any non-uniformity of the field, both without and with the sample present in the chamber. However,
in light of the fact that the ACS measurements can be made so that the relevant uncertainty depends
only on the number of independent samples (N) that can be acquired in an RC [22], the performance
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of the reflectivity measurement is shown here in terms of measurement uncertainty and relevant NL in
cases where it is due only to N . It is important to note that the samples (N) can be increased and
acquired as mentioned above, by using a combination of stirring techniques [14, 22].

The reflectivity measurements can also be made in an anechoic chamber (AC). But, we stress that
for some applications, as those in the field of the electromagnetic compatibility (EMC), it is important to
know the average value of the parameter to be measured with respect to the direction and polarization
of the incident field, as shown in [3]. In such cases, the use of RCs, which are also cheaper than the
ACs, is advantageous.

2. ESTIMATE OF THE MEASUREMENT UNCERTAINTY

In this section, the estimate of the uncertainty of the reflectivity measurement in an RC is shown. We
specify that the estimate is made by considering that the independent samples are acquired so that the
uncertainty due to the system configuration of measurement is properly neutralized [22]. In this case,
the estimate depends only on N [22].

The reflectivity (R) is achieved by the combination of three measurements of IL [15], then three
ACS measurements are obtained: the ACS of the empty chamber and the ACSs of the absorbing surface
with sample and with no sample under test [21, 22]. We specify that normally a measurement of ACS
requires the corrections for radiation and total efficiency, whereas the measurement of reflectivity does
not require such corrections, as it is achieved by uniform ratios [22].

The mathematical model of the measurement method, which is shown here using simplified symbols
with respect to those used in [15], can be written as follows [15, 22]:

R =
Aa − Aa,S

Aa
=

ILe

ILa,S

ILa,S − ILa

ILe − ILa
, (1)

where Aa = Aeq,A
a in [15] is the ACS of the absorbing surface; Aa,S = Aeq,AS1

a in [15] is the ACS of the
absorbing surface with the sample under test. ILe = ILrc0 in [15] is the IL when the absorbing surface is
not present in the RC; ILa = ILeq,A and ILa,S = ILeq,AS1 in [15] are the ILs when the surface without
sample and with sample is present in the RC, respectively. Only samples with symmetric ACS are
considered here. However, for samples with asymmetric ACS, it is sufficient to repeat the measurement
procedure for both the sides of the sample under test to achieve both the reflectivity coefficients [15].

The ILs, ILe, ILa, and ILa,S are sample means with respect to the relevant populations, which are
chi-squared distributed with two degrees of freedom; they are obtained by a number of independent
samples N acquired to a given frequency. Therefore, such ILs are independent random variables (RVs),
and their probability density function (PDF) is Gaussian, whose means and variances are known, as the
PDFs of the populations are well-known. In short, by denoting with ILe,0, ILa,0, and ILa,S,0 the mean
values of the relative populations, the means and variances of the Gaussian distributions are just ILe,0,
ILa,0, ILa,S,0 and (ILe,0)2/N , (ILa,0)2/N , (ILa,S,0)2/N , respectively. We specify that we consider ILe,0

≤ 0.1 (ILe,0 ≤ −10 dB ) as an acceptable condition of uniformity and isotropy of the field; similarly, for
its PDF.

Equation (1) can be written as follows:

R =
ILe

ILa,S

ILa,S − ILa

ILe − ILa
=

ILeILa,S − ILeILa

ILa,SILe − ILa,SILa
=

L

M
, (2)

where L = ILeILa,S − ILeILa and M = ILa,SILe − ILa,SILa. By setting X = ILeILa,S, Y = ILeILa,
V = ILa,SILe, and Z = ILa,SILa, we find that the RVs X and Y are correlated, as well as V and Z;
the PDFs of X, Y , V , and Z are approximately Gaussian [29] and the relevant means and variances
are also known [29]. The RVs L and M are correlated; the correlation coefficient depends on the values
ILe,0, ILa,0, and ILa,S,0. The mean and variance of R can be written in analytical form [29, 30]. In
the next section, the analytical (expected) results are compared with the numerical simulation results.
Both the analytical and numerical simulations shown in this paper are achieved by using LabVIEW
from National Instruments (NI). Actually, all the assertions made here were verified by simulations as
well.
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The mean and standard deviation of R are calculated in the development below by statistical
considerations. We specify that μ, σ,C, and ρ denote the mean, standard deviation, covariance, and
correlation coefficient of the attendant RVs, respectively. Clearly, σ2 denotes the variance of the
attendant RV.

We can write [30]:

C(L,M) = μLM − μLμM

= 2
(ILe,0)

2(ILa,S,0)
2

N
− ILe,0ILa,0(ILa,S,0)

2

N
− (ILe,0)

2ILa,0ILa,S,0

N
+

(ILa,0)
2ILe,0ILa,S,0

N
, (3)
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where

μL = ILe,0ILa,S,0 − ILe,0ILa,0,

μM = ILa,S,0ILe,0 − ILa,S,0ILa,0,
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We can write [30]:
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where
R0 =
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Finally, we can write:
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Note that for N � 1, we can write (see Fig. 3(b) in the next section):

μR
∼= R0. (12)

Note also that σ2
R tends to 2/N when ILa,S,0 tends to ILa,0; that is, σ2

R tends to 2/N for small values of
R;

√
2/N is the worst standard uncertainty for R when N is fixed [31]. The optimal range of values of

the ratio ILe,0/ILa,0 is shown and discussed below. Note that the systematic error due to the average
residual reflectivity of a real absorber [15] is not discussed here. However, when it is necessary, such a
systematic error can be properly removed.

3. ANALYTICAL AND NUMERICAL SIMULATION RESULTS

By mathematical model (1), in terms of both ACSs and ILs, we note that the difference in the numerator
affects the measurement dynamic range. The latter can be improved by increasing Aa,0 (or equivalently
by reducing ILa,0), which is the sample mean of Aa, compatibly with the necessary conditions of
uniformity and isotropy of the field, and/or the independent sample number to be acquired for each
frequency point. Unfortunately, the increase of dynamic range is not very sensible with respect to both
the expedients. In particular, the sensibility of the improvement decreases with the increase of Aa,0, as
can be seen by the connection between IL and ACS (see Fig. 1 below as well), whereas it increases with
the reciprocal of the root of N (see Fig. 1). Therefore, when the max load (the acceptable max value
for Aa,0 or the acceptable minimum value for ILa,0) of an RC is reached, only the independent sample
number can be increased. The former implies the use of a large absorber, whereas the latter implies
the acquisition of a very high number of independent samples. By considering the values in dB, one
can replace the ratios in Eqs. (10)–(11) with differences. Here, the ILs are considered both in dB and
in absolute value according to the context. In order to realize the appropriate range of differences in
dB between ILa,S,0 and ILa,0, we first show the NL achieved by numerical simulations for given values
of N and T , where this last one denotes the number of trials (sample means). Then, we represent the
mean and standard uncertainty of R, which are given by Eq. (10) and the square root of Eq. (11),
respectively [31], and compare them with the numerically simulated ones.

The NL is achieved when the sample under test is not present on the absorbing surface or when
it is totally transparent; therefore, in such conditions, when N is fixed and T measurements are made
(each with N samples acquired), we can assume that NL is equal to the max value of R. We specify
that the NL of R has been here achieved by taking the absolute value of the numerator in Eq. (1) (or
Eq. (2)), so as to express it in dB in any case. We stress that the absolute value of the numerator in
Eq. (1) is taken for the NL calculation only. Such a procedure determines probabilistically a worse NL
with the same N . In other words, such a definition includes all the values of NL. The measurement
dynamic in dB could be taken equal to the opposite of the NL in dB (the max value of R is 0 dB).
Strictly, the NL does not represent the dynamic range of the R measurement. The former determines
the measurement range, which is the range of values that can be measured under any circumstances,
whereas the latter is the range of values that can be measured to a specified uncertainty. However, the
measurement dynamic range is often assumed to be equal to the NL, when this last one is defined as
mentioned above.

Note that in the simulations T represents the number of sample means and N the sample size.
Figure 1 shows the maximum values of the NLs achieved by numerical simulations. They are

achieved by using 104 sample means (T = 104), which are in turn achieved by 104, 105, and 106

independent samples (N). We specify that the numerical simulations are easily implemented as the
statistics of the above-mentioned ILs are known. Therefore, for each IL, which is a sample mean with
sample size N , T appropriate statistical samples are generated; the next statistical implementations
and the relevant calculations are obvious and made by the software. It can be noted that the NL does
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Figure 1. NL by numerical simulation. Max NLs of R as a function of ILa,0 and for different values
of N . For left traces, ILe,0 = −30 dB; from up to down, N is 104, 105, and 106. For right traces,
ILe,0 = −10 dB; from up to down, N is 104, 105, and 106 again. The y-scale is limited to zero dB.
T = 104 for all the traces. For each point, the NL represents the max value of R achieved by the T
values of sample means.

not depend on ILe,0, when N is fixed, but it depends on the difference in dB between ILe,0 and ILa,0,
which determines Aa,0. In particular, it can be noted that the speed of the decrease of NL decreases
with the increasing of the ratio ILe,0/ILa,0, as mentioned above, so that for ILe,0/ILa,0 ≥ 10 dB, the NL
can be considered practically constant with the same N . By Eq. (1), we see that if ILe � ILa, then it
can be written:

R =
ILe

ILe − ILa

(
1− ILa

ILa,S

)
∼= 1− ILa

ILa,S
. (13)

By considering the conservation of the uniformity and isotropy of the field, Fig. 1 shows that the
ratio ILe,0/ILa,0 of 6 ÷ 8 dB is a good compromise. Such differences are certainly practicable in an
RC [32]. However, if it is possible, it is better to use larger differences. Henceforward, we consider a
ratio ILe,0/ILa,0 of 6 dB, as it is about equal to the ratio achieved in the experiments made for this
paper, in the frequency range 1–10 GHz, by using an available absorber, as shown below (see Figs. 7
and 8).

Figures 2(a), 2(b), and 2(c) show typical details of the NL for N equal to 104, 105, and 106,
respectively; T ranges from 1 to 104 for all the three figures. ILa,0 was assumed equal to −30 dB, and
a difference of 6 dB between ILe,0 and ILa,0 is considered. Note that the NL of R has been achieved by
taking the absolute value of the numerator in Eq. (1) (or Eq. (2)) again, so as to express it in dB in
any case, as mentioned above.

Figure 3(a) shows the comparison between the analytical and numerical simulations of μR for
N = 10000. For the numerically simulated trace T = 10000. The analytical simulation gives the
expected results. We note that the two traces are all overlapped.

Figure 3(b) shows the comparison between μR and R0 as a function of R0 for N = 1000. We specify
that for N ≥ 5000, the traces of μR and R0 are all overlapped, as mentioned above and as shown in
Fig. 3(a) (see Eq. (12)).

Figure 4 shows the numerical and analytical simulations of the standard uncertainty of R under
the same conditions of Figs. 2(a), 2(b), and 2(c). The standard uncertainty is expressed as a function
of μR, where the last one is obtained by 10000 sample means (T = 10000), so, μR is de facto equal to
R0. We can note a good agreement between the results of the analytical and numerical simulations.

By Fig. 4, we find that the more R0 is close to 0 dB, the more the standard uncertainty decreases,
and it can be considered practically constant for about R0 < −8 dB.
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(a) (b)

(c)

Figure 2. (a) NL by numerical simulation. The sample mean number (T ) ranges from 1 to 104, and
each sample mean is achieved by as many independent samples (N = T = 104). A difference of 6 dB
between ILe,0 and ILa,0 is considered. (b) NL by numerical simulation. The sample mean number (T )
ranges from 1 to 104, and each sample mean is achieved by 105 independent samples (N = 105). A
difference of 6 dB between ILe,0 and ILa,0 is considered. (c) NL by numerical simulation. The sample
mean number (T ) ranges from 1 to 104, and each sample mean is achieved by 106 independent samples
(N = 106). A difference of 6 dB between ILe,0 and ILa,0 is considered.

Figure 5 shows the numerical and analytical simulations of the variation coefficient of R as a
function of R0 again; it represents the relative standard uncertainty [31]. ILe,0 and ILa,0 are constant
and equal to −30 dB and −36 dB, respectively; ILa,S,0 ranges from −35.98 dB to −30 dB, so that R0

changes consequentially.
We specify that the graphs in Figs. 4 and 5 can also be read as expanded uncertainty and expanded

relative uncertainty, respectively, by adding 10 log k, where k is the coverage factor [31]. For example,
if a confidence level of 99.73 percent is desired, then k = 3 and one must add 10 log 3 = 4.77 dB to the
above-mentioned trace. Note that a normal distribution is considered for R, as shown in the appendix.

By considering the conditions of the traces in Fig. 5, one can set a max relative standard uncertainty
(worst case) and find the corresponding measurement dynamic range. For example, by setting a
relative standard uncertainty equal to −6 dB, which corresponds to 0.25, one achieves a measurement
dynamic range about 11.5 dB, 16 dB and 21 dB, respectively. Similarly, by choosing a relative standard
uncertainty of −10 dB, the measurement dynamic range turns out to be about 8, 12 and 17 dB,
respectively. Clearly, these results can be achieved for any value of N and of the ratio ILe,0/ILa,0.

In principle, the results corresponding to the numerical simulations can be achieved by real
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(a) (b)

Figure 3. (a) Analytical and numerical simulations of μR. The black trace is analytically simulated,
whereas the red trace is numerically simulated. ILe,0 = −30 dB; ILe,0−ILa,0 = 6 dB; ILa,S,0 ranges from
−30 to −35.98 dB, so that R changes consequentially. N = 104. For the trace numerically simulated,
T = 10000. (b) Analytical simulations of μR (lower trace) and R0 (upper trace). ILe,0 = −30 dB;
ILe,0− ILa,0 = 6dB; ILa,S,0 ranges from −30 to −35.98 dB, so that R changes consequentially. N = 103.
For N ≥ 5000, the traces of μR and R0 are all overlapped.

Figure 4. Numerical and analytical simulations
of the standard uncertainty of R. The black
traces are analytically simulated, whereas the
red traces are numerically simulated. ILe,0 =
−30 dB; ILe,0/ILa,0 = 6dB; ILa,S,0 changes
from −35.98 dB to −30 dB, so that R0 changes
consequentially. For the upper trace, N = 104;
for the middle trace, N = 105; for the lower trace,
N = 106. For the numerically simulated traces,
T = 104.

Figure 5. Numerical and analytical simulations
of the relative standard uncertainty of R. The
black traces are analytically simulated, whereas
the red traces are numerically simulated. ILe,0 =
−30 dB; ILe,0/ILa,0 = 6dB; ILa,S,0 ranges
from −35.98 dB to −30 dB, so that R0 changes
consequentially. For the upper trace, N = 104;
for the middle trace N = 105; for the lower trace,
N = 106. For the numerically simulated traces,
T = 104.

measurements as well. Clearly, for real measurements, it is difficult and time-consuming to achieve
T � 1; therefore, the results corresponding to the numerical simulations can only be achieved
approximately. However, the relevant uncertainty can be calculated. In the simulations where
T = 10000, such an uncertainty is not appreciable. Actually, the simulations validated the achieved
model.

Figures 6(a), 6(b), and 6(c) show the numerical and analytical simulations of R as a function of
ILa,S,0. The conditions of the traces in these figures correspond to the conditions of the traces in Fig. 5,
except T , which is equal to 1, as shown in the relevant caption.

It is important to note that with the increase of the independent sample number, most of the
measurement dynamic range is achieved for ILa,S,0 < −35 dB, which corresponds to R < −6 dB, i.e.,
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(a) (b)

(c)

Figure 6. Numerical and analytical simulations of R. The black traces are analytically simulated,
whereas the red traces are numerically simulated. ILe,0 = −30 dB; ILe,0 − ILa,0 = 6dB; ILa,S,0 ranges
from −30 to −35.98 dB, so that R changes accordingly. N is 104, 105, and 106 in cases (a), (b), and
(c), respectively. For the numerically simulated traces, T = 1.

for R < −6 dB, the measurement is more sensitive but less accurate. This is related to the fact that the
uncertainty increases with the decrease of reflectivity coefficient R, as shown in Fig. 5.

One realizes that the increase of the measurement dynamic range for the reflectivity in an RC
requires a high N value. We stress that if the measurements are taken for a sufficient number
of configurations, which depends on N , then the relevant uncertainty is neutralized and can be
neglected [22], as mentioned above. Therefore, in order to neglect the uncertainty due to the
configuration, N samples have to be taken for different configurations [22]. It is convenient to make it in
an automated way, so that the mode stirring, position stirring (or source stirring), and frequency stirring
are combined in the same chamber [14, 22], and it avoids time-consuming measurement procedures.

4. MEASUREMENTS

The measurements were conducted in the RC at the Università Parthenope. The RC used for the
measurements is a cubic chamber of 8 m3 volume, where the input electromagnetic field is randomized
by means of three metallic stirrers rotating in continuous mode. Random mechanical stirring due to
the vibrations of the chamber walls under the effect of the motors of the stirrers adds to the regular
mechanical stirring, so that a very large number of independent samples can be acquired. It must
be noted that the statistical independence of the acquired samples was verified by the autocorrelation
function (not shown in the paper). The measurement set up includes two double-ridge waveguide horn
antennas, model ETS-Lindgren 3115, and a two-ports Vector Network Analyzer (VNA), model Agilent
8363B PNA. An inside view of the chamber is shown in Fig. 7. The fixture used for the experiments
is formed by a microwave plane absorber, model Emmerson & Cumming Eccosorb AN-W-79, which is
placed in an aluminium case, so that only the top of the absorber can be exposed to the electromagnetic
radiation. We specify that the fixture with the sample is accurately arranged by closing the edges of
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the sample with adhesive aluminium tape. Note that the average residual reflectivity due to the real
absorber used for the fixture [15] does not affect the results shown here, as the measurements, as well
as the results, are guaranteed by the measured NL. However, when it is necessary, a systematic error
can be properly removed.

We specify that the available measurements at the moment are made for one configuration only;
therefore, the uncertainty due to the configuration of the measurement system is not neutralized. For
this reason, we will compare the measurement results with the expected ones by using the extended
uncertainty. However, except for this aspect, the model is tested in a simple and efficacious way. We
devised samples under test for which the expected values are easy and accurately achieved, and we made
a series of measurements from which R and the NL are achieved. The samples under test are obtained
by covering a given percentage of the absorber surface by an aluminum sheet. The percentages of the
covering are: 100% (expected R is 0 dB), 50% (expected R is −3 dB), 25% (expected R is −6 dB), and
10% (expected R is −10 dB). As an example, the absorber covered to a percentage of the 50% is shown
in Fig. 8.

Figure 9 shows ILe,0 and ILa,0. Fig. 10 shows the ratio ILe,0/ILa,0. Actually, the ratio in dB between
the two ILs can be read in Fig. 9 as well; however, it is directly evident in Fig. 10. The frequency range
is 1–10 GHz, and the max frequency was chosen to limit the variation range in the ratio ILe,0/ILa,0, so
that the NL and dynamic range are practically uniform in all the frequency range. It allows us to easily
test the measurement model.

Specifically, the order of the measurements was ILe, ILa,1, ILa,S,100, ILa,S,50, ILa,S,25, ILa,S,10,
ILa,2, where ILa,1 and ILa,2 are two independent measurements with loaded chamber to achieve the NL
according to the above-mentioned procedure. In particular, in our case, the load is the fixture with no
sample under test. Clearly, the number after the subscript S denotes the percentage of covered surface.

Figure 7. Inside view of the RC used for
experiments.

Figure 8. Absorber covered to a percentage of
the 50%.

Figure 9. ILe and ILa of the RC used for
experiments.

Figure 10. Ratio in dB between ILe and ILa of
the RC used for experiments.
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Figure 11. Measured R in dB. Except for the
NL, which is represented by the bottom trace,
from top to bottom, the expected values of R
are 0, −3, −6, and −10 dB. These expected
values correspond to percentages of covering of the
absorbing surface of 100%, 50%, 25%, and 10%,
respectively. The measurements include the error
due to the configuration of the system.

Figure 12. R in dB. Details of the R
measurement corresponding to a percentages of
covering of the absorbing surface of the 100%.
The measurements include the error due to the
configuration of the system.

The measurement setup is automated with LabVIEW, so that 10000 independent samples were
automatically acquired (for each frequency) in as many frequency sweeps from 1GHz to 10 GHz, with
a step of 0.5 GHz. Therefore, N is 104 and T = 1; 21 frequency points were acquired for each sweep.
Clearly, the sweep total number is equal to N . A random time uniformly distributed from 0 and 4 s was
set between a sweep and the consecutive, in order to further guarantee the independence of the sample
acquired at the same frequency. Note that the measurement setup is not automated with respect to the
error due to the configuration of the system, i.e., the measurements were taken for one configuration
only, as mentioned above. Actually, the hardware to automate the measurement setup with respect to
the error due to the configuration was not available at the moment of the measurements.

Figure 11 shows the experimental results achieved by the measurements. The expected values of
R are 0, −3, −6 and −10 dB from top to bottom. Fig. 12 shows the details of the trace regarding the
expected value of 0 dB.

Note that the max value of the bottom trace is −12.6 dB, which corresponds to the frequency of
3.5 GHz. Therefore, the maximum NL is −12.6 dB. Note that the experimental results are in any case
congruous with the results achieved by simulations in the previous section, even though the uncertainty
due to the configuration was not neutralized. By considering the extended uncertainty with a coverage
factor k = 3 [31], we have intervals having a level of confidence of 99.73 percent; they are equal
to 8.2 ÷ −12.9 dB for an expected value of −10 dB, 5.3 ÷ −6.9 dB for an expected value of −6 dB,
−3 ÷ −2.7 dB for an expected value of −3 dB and −0.062 ÷ 0.063 dB for an expected value of 0 dB.
Therefore, all the measured values fall practically in the range of the extended uncertainty. We note that
the measured values are slightly less than those expected, but by considering the extended uncertainty
with a coverage factor k = 3, the ranges of the expected intervals practically include the measured ones.
In Fig. 12, the first measured value of −0.23 dB corresponding to the expected value of 0 dB can be due
to a slight departure from the requested field condition for ILe and ILa,S,100 measurements. Instead,
regarding the traces slightly lower than those expected, the cause can be due to the location of the
fixture with respect to the antennas and/or to the behavior non-uniform absorption of the absorber.

We point out that the uncertainty of the measured values of R can be reduced by taking the
measurements for a number of sufficient configurations and by averaging them, so that the uncertainty
and the NL depend only on N [22]. It is convenient to realize it by an automatized system, so that
a proper combined stirring is achieved in the same chamber. For example, a solution is to achieve
a combination of the mode stirring, position stirring (or source stirring), and frequency stirring. It
optimizes the acquisition time as well.
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5. CONCLUSION

The performance of the reflectivity measurement in an RC in terms of uncertainty and relevant NL
has been shown. A good agreement between the analytical and numerical simulations is achieved, and
measurements further confirm the validity of the results. The model for reflectivity measurement has
been tested in a simple and efficacious way, by covering a given percentage of the absorber surface
of the fixture by an aluminum sheet, so that the expected values are easily and accurately achieved.
Since the uncertainty depending on the configuration of the measurement setup is not neutralized in
the paper, the comparison between experimental and expected results is made by using the extended
uncertainty, and a good agreement is observed between the experimental and expected results. However,
in light of the fact that the ACS measurements can be averaged with respect to the configuration of
the measurement setup, so that the relevant uncertainty depends only on the number of independent
sample, the uncertainty and relevant measurement dynamic range of the reflectivity in an RC depend
only on the number of independent measurements acquired. In order to neutralize the error due to
the configuration, an automatized measurement system should be realized, so that a proper combined
stirring is achieved. It optimizes the time of acquisition of the samples as well. Such a hardware to
automate the measurement setup with respect to the error due to the configuration was not available
at the moment of the measurements.
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APPENDIX A.

With reference to Eq. (2), the reflectivity coefficient R is given by the ratio between the RVs L and M .
These last ones have an approximately normal distribution, as mentioned above (in the Section 2). In
order to find the PDF of R, we show the correlation coefficients of L and M , given by Eq. (4), and the
corresponding variation coefficients cvL = σL/μL and cvM = σM/μM , respectively; they are shown in
Figs. A1 and A2, respectively. Fig. A3 shows some details of the Fig. A2. We specify that cvL and cvM

are obtained by the regarding equations in Section 2. We note that the correlation coefficient ranges

Figure A1. Analytically and numerically
simulated correlation coefficient of the RVs L and
M . N = 104; For the numerically simulated
trace, T = 104. The black trace is analytically
simulated, whereas the red trace is numerically
simulated.

Figure A2. Analytically and numerically
simulated variation coefficients of the RVs L and
M . The traces higher regard L, whereas the lower
traces regard the RV M . N = 104; For the
numerically simulated trace, T = 104. The black
traces are analytically simulated, whereas the red
traces are numerically simulated.
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Figure A3. Details on the analytically and numerically simulated variation coefficients of the RVs L
and M . The traces higher regard L, whereas the lower traces regard the RV M . N = 104; For the
numerically simulated trace, T = 104. The black traces are analytically simulated, whereas the red
traces are numerically simulated.

from 0.55 to 0.96. The variation coefficient of M is practically constant and equal to 0.017, whereas
that of L ranges from a minimum of 0.017 to 3.07.

Note that if R0 ≤ −8 dB, then R is approximately normal [33, 34]. It was verified on the numerically
simulated data by the Chi-Square Goodness-of-Fit test by using LabVIEW again. We find that the
normal approximation is achieved at the five percent significance level when N is much greater than
one. If N > 1000, the approximation is accepted to the significance level of 0.05. One realizes that
the worst conditions for the normal approximation of R occur when R is close to 1 (0 dB). In fact, the
variation coefficient of L is minimum, and the correlation coefficient of L and M is maximum. However,
we made various tests in the worst conditions for the normal approximation and other tests in better
conditions in terms of correlation coefficient and variation coefficients of L and M . We find that the
normal approximation is achieved at the five percent significance level when N is much greater than
one. If N > 1000, the approximation is accepted to the significance level of 0.05, even if ρ(X,Y ) is
at the greatest value. We specify that all the Chi-Square Goodness-of-Fit tests were done with a ratio
between ILe and ILa greater or equal to 3 dB.
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