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Lossy Spherical Cavity Resonators for Stress-Testing
Arbitrary 3D Eigenmode Solvers

Stergios Papantonis1, 2 and Stepan Lucyszyn1, 2, *

Abstract—A lossy metal-wall cavity resonator that extends well beyond perturbation theory limits
is studied. An exact analytical solution is employed for the spherical cavity resonator, having walls
transformed from being a perfect electrical conductor (PEC) to free space. This model then acts as an
ideal benchmark reference standard. A plane-wave approximation is then derived. Independent full-wave
numerical modeling of the spherical cavity resonator is undertaken using eigenmode solvers within two
well-known commercial, industry-standard, simulation software packages (HFSSTMand COMSOL). It
has been found that the plane-wave approximation model accurately characterizes the results generated
by these solvers when equivalent finite conductivity boundary (FCB) and layered impedance boundary
(LIB) conditions are used. However, the impedance boundary (IB) condition is accurately characterized
by the exact model, but the precise value of complex wave impedance at the wall boundary for the specific
resonance mode must first be known a priori. Our stress-testing results have profound implications on
the usefulness of these commercial solvers for accurately predicting eigenfrequencies of lossy arbitrary
3D structures. For completeness, an exact series RLC equivalent circuit model is given specifically
for a spherical cavity resonator having arbitrary wall losses, resulting in the derivation of an extended
perturbation model.

1. INTRODUCTION

Electromagnetic cavity resonators having electrically conducting walls have been exploited for well over
seven decades [1–3], because of their ability to produce sharp spectral resonances — much sharper
than their lumped-element counterparts. Their ability to store electromagnetic energy with very
low dissipative losses, from sub-microwave [4] to optical [5] frequencies, has made them an essential
component in many systems. Spherical cavity resonators have the highest quality factor, when compared
to rectangular or cylindrical cavities when made with the same wall material [6]. In general, it is highly
desirable to have low-loss electromagnetic resonators (e.g., to implement high-performance impedance
matching networks and filters) [7, 8]. However, there are many examples where very lossy resonant
structures exist; requiring a more rigorous approach to the modeling of their behavior. Examples include:
(1) surface plasmon polaritons, found in nature and engineered [9]; (2) heavy time-domain damping of
unwanted resonances (e.g., in DC biasing networks) and even in control systems; (3) implementation
of ultra wideband frequency-domain networks (e.g., antennas, phase shifters and filters found in ultra-
high speed telecommunications and radar systems); (4) unexpected box-mode resonances with low-cost
plastic/organic packaging of high frequency devices; (5) certain metamaterial and graphene structures;
and (6) Shumann resonances in the spherical earth-ionosphere cavity.

Clearly, there is an inherent need for the accurate numerical simulation of arbitrary 3D structures,
regardless of the levels of associated material losses. An illustrative example is that of metamaterials of
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infinite extent — an area that has received great interest in recent years — where full-wave numerical
simulations often provide the only realistic option to study their behavior [10].

While structures with “good electrical conductors” can be easily modeled, and with excellent
accuracy, this is not straightforward when low conductivity materials are modeled, as will be shown later.
Commercial eigenmode solvers have never been stress-tested for their use with lossy materials. Indeed,
the stress-testing of commercial electromagnetic full-wave simulation software packages is of critical
importance to both the academic community and industry; as previously undertaken for the modeling
of electrically-thin metal-walled structures [11] and those intended for use at terahertz frequencies [12].
To this end, a traceable benchmark structure (mathematically defined by an exact analytical model)
is required, to compare its results with those from numerical simulations, with a view to quantifying
levels of accuracy. With numerical electromagnetic field solvers intended for arbitrary 3D structures,
the spherical cavity resonator represents an ideal benchmark structure. This is because, unlike lossy
metal-walled rectangular cavity resonators, it does not suffer from the effects of diffraction; thus, it is
able to provide an exact analytical solution for arbitrary levels of loss.

Low loss performance with metal-walled cavities is achieved with “good electrical conductors”.
Fortunately, in this case, the analysis can be greatly simplified with the use of approximate solutions
(e.g., traditional perturbation techniques); this is well documented in many works (e.g., Slater [13]), but
their validity is limited to low losses. A more general approach for the modeling of metal-walled cavities
was reported by Hadidi and Hamid, for cylindrical resonators having lossy end walls; although their
work still requires the use of approximations [14]. However, the exact analytical formulation for the
generic case of a dielectric sphere inside another dielectric of infinite thickness was given by Gastine et
al. in 1967 [15]. In their paper, the model was used to investigate the modal behavior of ideal lossless
homogeneous dielectric spheres in free space.

To the best of our knowledge, after an exhaustive literature survey, the modeling of arbitrarily
lossy metal-walled cavity resonators has not been reported. For this reason, the generic modeling of
lossy metal-walled spherical cavity resonators is given here. Our analysis gives new insight into their
behavior and, as a unique application, helps practitioners to perform stress-testing of their arbitrary 3D
eigenmode solvers; by increasing the level of intrinsic loss within the conducting wall medium to any
value (from zero to infinity).

2. EXACT ANALYTICAL FORMULATION

2.1. Generic Spherical Cavity Resonator

The electromagnetic fields within a spherical cavity are first expanded into normal waveguide modes. As
is well known, the fields within the cavity can be decomposed into two families; namely, the transverse
electric (TE) and transverse magnetic (TM). In our case, radially propagating waves with both families
are of interest and, hence, so are the associated modes that are transverse with respect to the radial
direction. In the general case of an inhomogeneous dielectric-filled cavity (along the radial direction)
the modes are neither pure TE nor pure TM, but a superposition of both. One way to obtain the field
distributions for each family is with the use of Hertz vector potentials. A thorough study of this method
is beyond the scope of this work and can be found in classical electromagnetics textbooks [6, 16]. For
example, using the expressions for the fields from [15], the transverse wave impedance for the transverse
magnetic mode ZTM can be written as
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where Eθ is the electric field associated with polar angle θ and Hϕ is the magnetic field associated with
azimuthal angle ϕ. Also, jn(x) and h

(2)
n (x) are the nth-order spherical Bessel function of the first kind



Progress In Electromagnetics Research, Vol. 151, 2015 153

and Hankel function of the second kind, respectively. In addition, ηd =
√

μd/εd and ηc =
√

μc/εc are
the intrinsic impedances of the spherical cavity’s internal dielectric filler and infinitely thick conducting
wall materials, respectively, β̃d = ω̃0

√
μdεd, β̃c = ω̃0

√
μcεc and the complex angular resonance frequency

(or eigenfrequency) is given by ω̃0 = ω′
0+jω′′

0 . Here, r is the radial coordinate and Ra is the radius of the
cavity. Also for the conducting wall material, μc and εc = ε0(εr∞ − j σc

ωε0
) are the effective permeability

and effective permittivity, respectively, where ε0 is the permittivity of free space and σc is the intrinsic
conductivity. In this work, for convenience, we set μc = μ0 (permeability of free space), εr∞ = 1 and
σc = σ0 (bulk DC conductivity). An example of a “good electrical conductor” is when σ0 � ωε0. This
classical skin-effect approach for non-magnetic materials gives accurate results for the frequencies of
interest (i.e., below ca. 1 THz [12, 17]). However, other material frequency dispersion models can also
be easily employed [12, 17].

In order to obtain an unambiguous solution, the field components must satisfy the appropriate
boundary conditions at the surface of the cavity wall (i.e., the tangential fields must be continuous
at the wall surface); the transverse wave impedance must also be continuous across the wall interface.
After some algebraic manipulations and using the relationship f ′

n(x) = fn−1(x) − n+1
x fn(x), where

fn(x) is either the spherical Bessel function or Hankel function and the prime represents differentiation
with respect to the argument, the following transcendental equation is obtained to meet the boundary
condition for the TMmnp modes, where m, n correspond to the variations along the azimuthal angle ϕ
and polar angle θ, respectively, whereas p is associated with the variations along the radial direction.

ηd

⎡
⎣jn−1

(
β̃dRa

)
jn

(
β̃dRa

) − n

β̃dRa

⎤
⎦ − ηc

⎡
⎣h

(2)
n−1

(
β̃cRa

)
h

(2)
n

(
β̃cRa

) − n

β̃cRa

⎤
⎦ = 0 (2)

For simplicity, and without any loss of generality, we focus our analysis on a dielectric-filled spherical
cavity, where the two mode families are decoupled; operating in the dominant TM011 mode (i.e., m = 0,
n = p = 1), although any other mode could also be studied. Moreover, we restrict our interest to mono-
mode operation, in order to clearly illustrate physical behavior (i.e., without introducing additional
complications from multi-mode effects). With the TM011 mode, the only non-zero field components are
Er, Eθ and Hϕ.

2.2. Unloaded Quality Factor Definitions

For each value of σ0 in turn, (2) is solved numerically for ω̃0. Each solution acts as a starting value for
the next iteration, until convergence to a final solution is obtained. The eigenfrequencies are complex-
valued because of the presence of losses associated with either the filler and/or wall materials. In the
special case where the walls are lossless (i.e., perfect electric conductors (PEC) with ηc = 0) then (2)
reduces to the standard textbook expression

j1 (βIRa) + βIRaj
′
1 (βIRa) = 0 (3)

with the lowest resonant frequency given by βIRa = 2.74370 or equivalently by ωI =
2.74370/(Ra

√
μdεd), where ωI is the ideal angular resonance frequency (used as the initial starting

value in the numerical solution of (2)).
By introducing a non-zero surface reactance, the undamped (or driven) angular resonance frequency

ω0 = |ω̃0| (normally associated with the steady-state frequency domain) is reduced from its value of
ωI . Moreover, the additional introduction of a non-zero surface resistance results in further frequency
detuning; in general, shifting the actual angular resonance frequency down from ω0 to the damped (or
undriven) angular resonance frequency ω′

0 [12] (normally associated with the transient time domain).
Once the complex eigenfrequency is obtained from (2), the unloaded quality factor of the resonator

can be calculated from the standard definition

Qu (ωR) = ωR
W

Ploss
(4)

where W and Ploss are the time-average energy stored inside the cavity volume V and power
dissipated/radiated at resonance, respectively, and ωR is the resonance frequency (yet to be defined
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unambiguously). After some straightforward calculations, taking into account that fields at resonance
have E,H ∝ ejω̃0t = e−ω′′

0 tejω′
0t, then (4) can be rewritten as

Qu (ωR) =
ωR

2ω′′
0

(5)

Now, the following question arises: at what angular resonance frequency ωR should the unloaded
quality factor be evaluated? With low loss resonant structures this is a trivial question, since ω0

∼= ω′
0.

However, with very lossy resonant structures, it is important to make the correct distinction. In the
case where the driving source effectively compensates for all losses, the undamped angular resonance
frequency is of interest and it is only meaningful to calculate the unloaded quality factor at ωR = ω0, as
the oscillatory term. Alternatively, for the case where there is no driving source, the damped angular
resonance frequency is of interest and the unloaded quality factor should only be evaluated at ωR = ω′

0,
as the oscillatory term. A more detailed discussion of this point will be given in Section 4, using a
lumped-element RLC equivalent circuit model for the lossy spherical cavity resonator, and it will be
shown how Qu(ω′

0) can be calculated from Qu(ω0).

3. MODELING APPROACHES, RESULTS AND DISCUSSION

3.1. Exact Analytical Results

The previous analysis is general and describes the behavior of a spherical cavity resonator made of
arbitrary materials (both the filler and wall). Using (1), with an air-filled spherical cavity having
an arbitrary radius Ra = 150 µm, the transverse wave impedance for the transverse magnetic mode
ZTM (β̃d,cr) against radial distance for various intrinsic values of bulk DC wall conductivity is shown in
Figure 1. For completeness, the corresponding electrical length of the cavity θTM = R{β̃d,cr} is shown
in Figure 2. It is interesting to see that as wall conductivity decreases electrical length also decreases.
Also, a noticeable step change discontinuity at the wall boundary can be seen at 10 S/m but not 0.1 S/m.
For our particular example, the transition between a dielectric and conducting wall can be considered
when σ0 is of the order of unity.

Equivalent to using (2), a 1D transmission line model for representing the spherical cavity resonator,

(b)
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Figure 1. Wave impedance for the fundamental TM011 mode of an air-filled spherical cavity resonator
having a 150 µm radius for various wall conductivities: (a) real part and (b) imaginary part.
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Figure 4. Wave and surface impedances at the complex resonant frequency ω̃0 at the wall boundary.

shown in Figure 3, can also be used to find the transverse resonance condition with

Zin = ZTM

(
β̃dRa

) Zw + jZTM

(
β̃dRa

)
tan

(
β̃dRa

)
ZTM
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)
+ jZw tan

(
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) = Zw (6)

where ZTM(β̃dRa) and Zw are the modal impedances inside the cavity’s volume given by (1a) and at the
wall boundary given by (1b), respectively, with r = Ra. For completeness, wave impedance, calculated
using (1), and surface impedance Zs at the wall boundary are shown in Figure 4.

In this work, (2) is employed as a suitable benchmark reference standard to assess the performance
of eigenmode solvers intended for arbitrary 3D structures. For the same resonator structure, the complex
eigenfrequency f̃0 = f ′

0 + jf ′′
0 and associated unloaded quality factors for intrinsic values of bulk DC

wall conductivity of 10−6 ≤ σ0 (S/m) ≤ 10+8, which effectively represents the transformation of the
wall from being a PEC to free space, are shown in Figure 5.
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Figure 5. (a) Eigenfrequency for the fundamental TM011 mode of an air-filled spherical cavity resonator
having a 150 µm radius; and (b) associated unloaded quality factors. Solid lines: Exact analytical results.
Discrete symbols: numerical results obtained from commercial full-wave solvers (circles: HFSSTM and
stars: COMSOL).
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Figure 6. Normalized field patterns for the TM011 mode inside an air-filled spherical cavity resonator
having a 150 µm radius, for the ideal case with σ0 → ∞ resulting in f ′

0 → f0 → fI = 0.8727 THz.
Electric field in (a) x-y, (b) x-z and (c) y-z plane. Magnetic field in (d) x-y, (e) x-z and (f) y-z plane.

Indeed, when taken to the free space limit of σ0 → 0, ω′
0 → 0 and, therefore, ω0→ ω′′

0 → ∞. This
corresponds to the exponential decay of the fields having a time constant τ ′′ = 1/ω′′

0 → 0, i.e., a Dirac
impulse response will be observed from a Dirac impulse excitation, as one would expect. Moreover,
Qu(ω0) → 0.5 and Qu(ω′

0) → 0, as the wall is transformed into free space (i.e., Zw(σ0 → 0) → η0).
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Figure 7. Normalized field patterns for the TM011 mode inside an air-filled spherical cavity resonator
having a 150 µm radius, without neglecting the displacement current term, for the lossy case with
σ0 = 65 S/m. This results in f ′

0 = 642.8 GHz, f0 = 703.6 GHz, Qu(ω′
0) = 1.1 and Qu(ω0) = 1.2.

Electric field in (a) x-y, (b) x-z and (c) y-z plane. Magnetic field in (d) x-y, (e) x-z and (f) y-z plane.

Table 1. Relaxation frequencies for various conducting wall materials at room temperature [18, 19]
with the exact results.

Conductor σ0 (S/m) τ (fs) fτ (THz) f0 (THz)
gold 4.1 × 107 27.135 5.87 0.872
ITO ∼8 × 105 12.6 12.6 0.870

carbon ∼103 120 1.3 0.809

Clearly, the fundamental TM011 mode is theoretically supported for all air-filled spherical cavity
resonators not having perfectly lossless walls (i.e., with σ0 > 0).

The associated field patterns inside the cavity resonator are shown in Figure 6 for the PEC wall
and Figure 7 for a very low conductivity wall.

It is worth mentioning that, with resonance frequencies below the wall material’s phenomenological
scattering relaxation frequency fτ = 1/(2πτ), where τ is the phenomenological scattering relaxation
time, Drude relaxation effects can be ignored [12, 17]. For the air-filled cavity being considered here
(having Ra = 150µm and fI = 0.8727 THz) f0 < fτ , as seen in Table 1 for three arbitrary conductors.

3.2. Analytical Plane-wave Approximation

In general, when simulating a structure having arbitrary materials, there are two approaches to defining
its walls. The first is to physically draw each material region, as a 3D object, and then assign its bulk
material parameters. Alternatively, the 3D regions can be replaced by a 2D surface boundary, where
the appropriate material parameters are entered. A detailed study for low loss metal structures can be
found in [12]. However, both of these approaches have weaknesses with low conductivity materials. For
example, with the former approach, as the wall’s bulk conductivity decreases, thicker walls are required



158 Papantonis and Lucyszyn

to achieve a constant skin depth thickness. Therefore, the wall thickness is a limiting factor. It has been
found that when the intrinsic bulk DC conductivity of the wall is � 50 S/m, the eigenmode solver does
not converge on a solution. On the other hand, when conductivity is � 105 S/m, the computational
resources and time required to mesh and solve inside the wall are impractical. As a result, this former
approach can only be used within a relatively narrow bulk DC conductivity range.

For this reason, surface boundary conditions can be employed, for many applications, as a more
efficient modeling approach; in extreme cases this is the only approach available. For example, with
HFSSTM (version 13) [20], there are three different boundary conditions available: Finite Conductivity
Boundary (FCB), Layered Impedance Boundary (LIB) and Impedance Boundary (IB). With the first
two, the user enters bulk material parameters (e.g., μr → μc/μ0, εr → εr∞, σ → σc, where variables
in bold are the software parameters to be entered) for the wall (similar to the solid object definition),
whereas with IB the value of the complex surface impedance Zs has to be entered (which must be known
a priori [12]). Similarly, with COMSOL (version 4.3a) [21], either the FCB, LIB or IB conditions can
be met by the suitable manipulation of the following formulation

Zs =
√

μ0μr

ε0εr − j σ
ω

(7)

With HFSSTM (with the exception of IB) and COMSOL, the boundary conditions rely purely on the
wall’s bulk material parameters; suggesting that an approximation model can be derived to accurately
predict the results generated by the solvers. It has been found that this can be achieved by equating the
wave impedance Zw to the wall’s intrinsic impedance ηc(ω̃) =

√
jω̃μ0

σ0+jω̃ε0
≡ Zs(ω̃) = Rs(ω̃) + jXs(ω̃),

and using the Leontovich surface impedance boundary condition

E × ur|r=Ra
= Zs (ur×H) × ur|r=Ra

(8)

In general, using (1b), the wave impedance at the interface (r = Ra) can be written as
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and, thus, with the relationship lim
x→∞{h(2)

n (x)} = jn+1 e−jx

x , the analytical plane-wave approximation (9),

where |β̃cRa| → ∞ is proposed. From (2), the characteristic equation for the plane-wave approximation
for the TM011 mode is given by
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(
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) − 1
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⎤
⎦ + jηc = 0 (10)

It will be shown that this model accurately predicts the results for both commercial eigenmode
solvers. Similarly, from (9), the wave impedance at the boundary for the plane-wave approximation for
the TM011 mode has the following asymptotic behavior

lim
|β̃cRa|→∞

{Zw} = jηc lim
|β̃cRa|→∞

⎧⎨
⎩

h
(2)
0

(
β̃cRa

)
h

(2)
1

(
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) − 1
β̃cRa

⎫⎬
⎭ = ηc (11)

3.3. Plane-Wave Approximation and Numerical FCB Results

With the FCB condition in HFSSTM, as explained in the software Technical Notes, the displacement
current term is neglected; thus, Z0 = R0(1+j), with surface resistance R0 =

√
ωμ0

2σ0
[12, 17]. While, with

COMSOL, this model is obtained by setting μr = 1, εr = 0 and σ = σ0. This approach is only valid for
“good electrical conductors” and it will be seen that this has no physical meaning when conducting wall
losses are high. This gross assumption is, however, the most widely used with traditional perturbation
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methods [22]. Nevertheless, this classical skin-effect model, which excludes the displacement current
term, will be used to determine eigenfrequencies as a means to validate our analytical plane-wave
approximation model. To this end, Figure 8 and Figure 9 show the eigenfrequencies and associated
percentage error, respectively, against intrinsic wall conductivity.

Although the results for low conductivity values lack physical meaning, the output data from
commercial eigenmode solvers have been perfectly characterized using our plane-wave approximation
model. It can be seen that the worst-case error for FCB is 100%.

3.4. Plane-wave Approximation and Numerical LIB Results

Next, the classical skin-effect model that includes both conduction and displacement current terms
is considered; thus, Rs 
= Xs. With HFSSTM this is obtained using the LIB condition, whereas with
COMSOL this is the default boundary by setting μr = 1, εr = 1 and σ = σ0. As seen in Figure 10, it has
been found that this approach results in artificial cut-off values for conductivity σ0c

∼= 2.46 × 10−3/Ra

and associated undamped resonance frequency f0c
∼= 82.01 × 106/Ra, below which the TM011 mode

cannot be predicted. However, this is an artifact of the analytical plane-wave approximation and surface
impedance models used. Therefore, this approach cannot generate any eigenfrequencies when the wall
conductivity is lower that the cut-off value. The corresponding percentage errors with this approach are
shown in Figure 11. As with FCB, the errors found with the LIB condition are unacceptable, reaching
a value of ∼ 33%.

3.5. Unloaded Quality Factor Results for FCB and LIB

The unloaded quality factors at the driven and undriven resonance frequencies are shown in Figure 12.
It is worth noting that the eigenmode solver in COMSOL can only report values of Qu(ω′

0) = ω′
0

2ω′′
0

> 0.5,
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which corresponds to Qu(ω0) = ω0
2ω′′

0
> 1/

√
2, regardless of the modeling approach.

The reason for the weaknesses when using both FCB and LIB conditions is that the wave impedance
inherently depends on the geometry (since Zw is a function of Ra) and, therefore, their accuracy is limited
by this; geometry is not taken into account by the material input parameters μr, εr and σ.

For example, when observing the wave impedance along the radial distance, as shown in Figure 1,
it is clear that only for sufficiently high wall conductivities is the wave impedance constant within the
wall and, hence, can be approximated by its intrinsic/surface impedance.

3.6. Exact Analytical and Numerical IB Results

With HFSSTM, the IB condition allows the user to enter the complex surface impedance. This generally
gives very accurate results, as shown in Figure 5. It is interesting to see that f ′

0 does not decrease
monotonically with decreasing intrinsic conductivity (with a dip seen at ∼ 46 S/m). Also, f0 can exceed
fI where quality factor is below unity, with a physical interpretation that is best observed in the time
domain for such a highly damped condition.

Unfortunately, with HFSSTM, the IB condition fails with very low intrinsic conductivity values of
� 0.1 S/m, as the solver cannot converge onto any solution. Similarly, with COMSOL, the user has to
take into account (7) and define the material parameters so that (7) has a value equal to Zw (by forcing
μr → Z2

w
μ0

, εr → 1
ε0

and σ → 0). Again, this solver can only converge when Qu(ω′
0) > 0.5.

Moreover, with both HFSSTM and COMSOL solvers, a priori knowledge of the resonance frequency
and the wave impedance at the boundary (i.e., the exact analytic expression given by (9)) is required;
otherwise it will result in failure to predict the eigenfrequencies for arbitrary 3D structures having lossy
conducting wall materials.

3.6.1. Perturbation Approximations

For completeness, perturbation methods have been included. The undamped resonance frequency ω0

can be found by solving [23]
Xs (ω0) − 2 (ωI − ω0) Γ = 0 (12)

where, the geometrical factor for a spherical cavity is given by

Γ = μ0

∫∫∫
V

H · H∗dV∫∫
S

Htan · H∗
tandS

=
μ0

ξ

(
V

S

)
(13)

and [24]

ξ =
2
3

(βIRa)
2 sin2 (βIRa)

1 −
[
1 + 1

(βIRa)2

]
sin2 (βIRa)

∼= 0.90790

and (
V

S

)
=

Ra

3
where suffix “tan” represents the field components tangential to the wall surface, V = 4πR3

a/3 the
internal cavity volume, and S = 4πR2

a the inner surface area of the wall. It is then trivial to calculate
the corresponding unloaded quality factor from

Qu (ω0) ∼

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ωIΓ
Rs (ω0)

∼= η0

Rs (ω0)
Traditional Perturbation

ω0Γ
Rs (ω0)

Extended Perturbation

(14a)

(14b)

where η0 =
√

(μ0/ε0) is the intrinsic impedance of free space.
When comparing the results from all the various approaches, it is clear that they all approximate

to the exact analytical solution in the low loss region (i.e., “good electrical conductor” behavior).
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4. EXACT EQUIVALENT CIRCUIT MODELING FOR LOSSY SPHERICAL CAVITY
RESONATORS

For a meaningful physical insight, it is convenient to interpret any resonator with a lumped-element
RLC equivalent circuit model. This is particularly useful if characterizing resonators can be undertaken
without the need for performing electromagnetic calculations.

4.1. Exact Solution

The cavity resonator can be regarded as an elementary resonant circuit, as shown in Figure 13(a),
where the inductor and capacitor depend on the cavity filler (i.e., μd, εd), cavity size (e.g., Ra) and
wall material (i.e., μ0, ε0, σ0). All these parameters implicitly affect the complex natural resonance
frequency ω̃0, as [25]

ω̃0 =
1√

L̃eff C̃eff

(15)

L̃eff = L′ + jL′′ = μdV β̃2
0 (16)

C̃eff = C ′ + jC ′′ =
εd

V

1
β̃4

0

(17)

where, for an air-filled spherical cavity resonator, we obtain

L′ = μ0V

(
ω

′2
0 − ω

′′2
0

)
c2

(18)

L′′ = μ0V
2ω′

0ω
′′
0

c2
(19)

C ′ =
ε0

V

(
c

ω2
0

)4 [(
ω

′2
0 − ω

′′2
0

)2
− (

2ω′
0ω

′′
0

)2
]

(20)

C ′′ =
ε0

V

(
c

ω2
0

)4

4ω′
0ω

′′
0

(
ω

′′2
0 − ω

′2
0

)
(21)

where c = 1/
√

(μ0ε0) is the speed of light in free space.
All parameters depend explicitly on both the real and imaginary parts of the complex

eigenfrequency and implicitly on the intrinsic bulk DC conductivity of the wall (since it also affects
the complex eigenfrequency).

(a) (b) (c) (d)
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eff
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Figure 13. Lumped-element RLC equivalent circuit models for the fundamental TM011 mode:
(a) elementary resonant circuit with complex effective inductance and capacitance; (b) resonant circuit
after replacing the complex effective components with equivalent real components; (c) driven RLC
circuit; and (d) undriven RLC circuit.
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Although the resonant circuit in Figure 13(a) fully describes the behavior of the cavity at resonance
it does not offer any meaningful physical insight, because of the complex nature of the effective
inductance L̃eff and effective capacitance C̃eff . Purely real components can be employed, as shown
in Figure 13(b), having values derived using the following transformations

Zseries = jω0L̃eff = RL + jω0L
′ where RL = −ω0L

′′ (22)

Yshunt = jω0C̃eff = GC + jω0C
′ where GC = −ω0C

′′ (23)
However, a meaningful physical insight is still not yet given, as individual component values can be

negative. Instead, it is more traditional to represent the complex resonance behavior by an equivalent
RLC network, as shown in Figure 13(c), where the driving source automatically compensates for the
combined losses (represented solely by R) and, thus, the resonance frequency ω0 = |ω̃0| = 1/

√
LC is

purely real in this effectively lossless scenario. Moreover, with driven resonant circuits, the resistance
R does not contribute to the detuning of the resonance frequency. This topology is widely used when
characterizing tuned circuits, by measuring ω0 and Qu(ω0) = ω0L/R in the frequency domain.

As a result, using (19) with ωR = ω0, the lumped-element series RLC equivalent circuit components,
all having positive values, can be expressed as

R (ω̃0) = 2ω′′
0L (ω0) = μ0V 2ω′′

0

(ω0

c

)2
(24)

L (ω0) =
∣∣∣L̃eff

∣∣∣ = μdV
∣∣∣β̃0

∣∣∣2 = μ0V
(ω0

c

)2
(25)

C (ω0) =
∣∣∣C̃eff

∣∣∣ =
εd

V

1∣∣∣β̃0

∣∣∣4 =
ε0

V

(
c

ω0

)4

(26)

It should be noted that these equations give exact values that are fixed for each unique value of ω̃0

and must be frequency invariant (i.e., they cannot be frequency dispersive with ω 
= ω̃0).
Removing the sinusoidal driving source gives Figure 13(d), where the combined losses cannot be

compensated for. Therefore, in this lossy scenario, time-domain measurements with a Dirac impulse
excitation would reveal the complex eigenfrequency, given by [23]

ω̃0 = ω0

⎡
⎣

√
1 −

(
1

2Qu(ω0)

)2

+ j
1

2Qu(ω0)

⎤
⎦ (27)

Therefore, with undriven resonant circuits, the resistance R contributes to further detuning of the
resonance frequency from the undamped ω0 down to the damped ω′

0 =
√

ω2
0 − (R/2L)2. The topology

in Figure 13(d) is also widely used when characterizing tuned circuits, by measuring ω′
0 and the decay

time constant τ ′′ = 2L/R, in the time domain, which gives Qu(ω′
0) = ω′

0τ
′′/2 = ω′

0L/R.
It can be seen in (25) and (26) that L and C, respectively, are only a function of ω0, which can

be determined from frequency-domain simulations/measurements. In contrast, as seen in (24), R is
a function of ω̃0 and, therefore, this and subsequently Qu(ωR) would normally require a numerical
eigenmode solver or time-domain simulations/measurements (i.e., closed-form expressions cannot be
used).

If the undamped resonance frequency and associated unloaded quality factor Qu(ω0) are known,
using (27), one can calculate the damped resonance frequency and associated quality factor as follows

ω′′
0 =

ω0

2Qu (ω0)

ω′
0 =

√
ω2

0 − ω
′′2
0

⎫⎪⎬
⎪⎭ −→ Qu

(
ω′

0

)
=

ω′
0

2ω′′
0

(28)

Alternatively, after some basic algebraic manipulations, the following shows the generic
transformation between unloaded quality factor definitions normally associated with both the frequency
and time domains

Qu

(
ω′

0

)
=

√
Q2

u (ω0) −
(

1
2

)2

(29)
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This relationship is very important for low quality factor resonators, because it clearly shows that
the unloaded Q-factors are fundamentally different for the driven and undriven cases (i.e., not equivalent,
as often stated without qualification) and must be explicitly defined; whether it is applied to high loss
resonator or heavily damped control system scenarios. For example, at the point of critical damping,
Qu(ω0) = 0.5 and, therefore, Qu(ω′

0) = 0; otherwise with Qu(ω′
0) = 0.5 then Qu(ω0) = 1/

√
2; which is

clearly an under-damped oscillatory condition.
Now, by re-arranging (28) and (29), the following expressions can be obtained

L (ω0) = ξΓβ2
0S = ξΓ

(ω0

c

)2
4πR2

a (30)

∴ L (ω0) = LI

(
ω0

ωI

)2

with LI = μ0V β2
I (31)

and

C (ω0) = CI

(
ωI

ω0

)4

with CI =
ε0

V

1
β4

I

(32)

where ωI = 1/
√

(LICI).
Similarly, re-arranging (24), the following is found

R (ω̃0) = 2ω′′
0ξΓβ2

0S (33)
Using (13), it can be shown that

ωIΓ =
(

βIRa

3ξ

)
η0

∼= 1.00734η0 (34)

As a result

R (ω̃0) = (βIRa)
3

(
8π
3

)(
ω′′

0ω2
0

ω3
I

)
η0

∼= 86.5165
Qu (ω0)

(
ω0

ωI

)3

η0 (35)

It is interesting to show the exact values at resonance for the lumped-element RLC equivalent circuit
components given in Figure 13(d) and surface impedance Zs(ω0), against intrinsic wall conductivity, as
seen in Figure 14. The unusual dip in f0, seen in Figure 2(a), corresponds to the sharp peak in C(ω0) at
∼ 72 S/m; this also corresponds to the slight dip in L(ω0), turning point in Rs(ω0) and peak in Xs(ω0).
The similar uncharacteristic dip in f ′

0 at ∼ 46 S/m is the result of the interaction of ω0 and ω′′
0 , governed

by (28).
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4.2. Extended Perturbation Solution

With spherical cavity resonators, it has been found that

R (ω̃0) ∼ ξRs (ω0)β2
0S (36)

For an air-filled spherical cavity resonator, having a radius of 150µm, the 1% deviation between
the exact (35) and approximation (36) representations of series resistance R(ω̃0) occurs at a bulk DC
wall conductivity of ∼ 125 S/m.

Using (24), (30) and (36), the surface resistance at the undamped resonance frequency is
approximated by

Rs (ω0) ∼ 2ω′′
0Γ ∼

(
ω0

ωI

)
η0

Qu (ω0)
(37)

which is now only a function of ω0, yielding (14b) for unloaded quality factor using our extended
perturbation approximation

Qu (ω0) =
ω0L (ω0)
R (ω̃0)

∼ ω0Γ
Rs (ω0)

(38)

For an air-filled spherical cavity resonator, having a radius of 150µm, the 1% deviation between
the exact (5) and approximations, using (14) and (29), representations of unloaded quality factor can
be determined. It has been found that with traditional perturbation theory (using (14a)), the 1%
worst-case threshold for wall conductivity is found at ∼ 1 × 105 S/m for both driven and undriven
cases. However, with our extended perturbation theory (using (14b)), the minimum wall conductivities
are extended down to ∼ 130 S/m and ∼ 1 × 103 S/m, for the driven and undriven cases, respectively.
Therefore, with our particular cavity example, the extended perturbation theory can be employed over
an extended range of two orders of magnitude in wall conductivity, i.e., not only with “good electrical
conductors” (e.g., including carbon).

5. CONCLUSION

Until now, very lossy metal-walled spherical cavity resonators have not been studied. Also, commercial
eigenmode solvers have not been stress-tested for their use with very lossy materials. Our paper
addresses both issues in an exact and traceable way.

A lossy metal-wall cavity resonator is studied that extends well beyond the limits of perturbation
theory. An exact analytical solution was employed for the spherical cavity resonator, having walls
transformed from being a PEC to free space, as the intrinsic bulk DC conductivity decreases from
infinity down to zero. The resulting model acts as an ideal benchmark reference standard for stress-
testing eigenmode solvers, for predicting the eigenfrequency of lossy arbitrary 3D structures. A plane-
wave approximation was then derived. Independent full-wave numerical modelling of the spherical
cavity resonator was undertaken using eigenmode solvers within two well-known commercial, industry-
standard, simulation software packages.

It was found that our plane-wave approximation model accurately characterized the results
generated by these solvers when FCB and LIB conditions were employed. However, the IB condition was
also accurately characterized by the exact model, but the precise value of complex wave impedance at the
wall boundary for the specific resonance mode must first be known a priori. This essentially represents
a self-fulfilling prophesy. Our stress-testing results have profound implications on the usefulness of these
commercial solvers for accurately predicting the eigenfrequencies of lossy arbitrary 3D structures, when
even the simplest geometry (i.e., that of the perfect sphere) is considered.

For completeness, an exact series RLC equivalent circuit model is given specifically for the spherical
cavity resonator having arbitrary wall losses. This is particularly useful if characterizing resonators can
be undertaken without the need for performing electromagnetic calculations. From our RLC model,
an extended perturbation model was derived. It is found that our extended perturbation model results
in a worst-case 1% error in unloaded quality factor (at the damped resonance frequency) with wall
conductivity as low as ∼ 1, 000 S/m, with an air-filled spherical cavity resonator having a radius of
150 µm. This extends the 1% threshold in wall conductivity down by two orders of magnitude, when
compared to traditional perturbation theory (i.e., well beyond the “good electrical conductors” range).
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From this study, a deeper insight into the behavior of lossy spherical cavity resonators and
commercial eigenmode solvers has been obtained. It is believed that other cavity resonator geometries
can be studied, based on the techniques given in this paper. Finally, while eigenmode solvers in
HFSSTMand COMSOL have been investigated, similar limitations may be found when stress-testing
other similar software packages or in-house developed codes.
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