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Abstract—Target recognition through the processing of high-resolution radar images has been an active
research area in past decades. In this paper, dictionary sets parameterized by the two-dimensional (2-D)
location parameters of main high-energy scatterers are considered to recognize the candidate targets.
For this purpose, the scatterer extraction and orientation estimation of radar image are firstly provided
in this paper. Furthermore, the recognition method based on the parameterized dictionary sets is
subsequently proposed. Different from the existed recognition methods, only the sampled images at the
2-D location parameters of main high-energy scatterers are used in the proposed method. Consequently,
the noise or clutter outside the sampling locations can be filtered, which results in more robust
performance. Moreover, the 2-D location parameters are proportional to the geometrical structure,
and the proposed method is adaptive to the scale variation of the target images. Simulated results are
provided to demonstrate the proposed method.

1. INTRODUCTION

Inverse synthetic aperture radar (ISAR) is an effective high resolution radar system which can provide
two-dimensional (2-D) radar image of a maneuvering target like aircraft [1-3]. Two-dimensional (2-D)
radar image is directly related to the geometrical structure of an interest target, and the 2-D distribution
of its high energy scatterers represents the geometrical shape.

Since more direct electromagnetic information can be presented by the 2-D radar image in contrast
to the one-dimensional (1-D) scattering signature, target recognition with the ISAR images has been an
active research area in past decades [4-7]. As one popular method, moments of an image are often used
to recognize interest targets since they are independent of the rotation and translation on the imaging
plane [4]. However, moments of an image may cause a loss of discriminative information [5], and the
moments-based methods are generally associated with an important assumption, such as the unchanged
image intensity [8]. Therefore, the recognition performance of the method could be significantly degraded
in an actual situation when the intensity of an ISAR image is changed by the possible image blurring
from the invalid motion compensation. Despite the moments-based method, there still exist other
recognition methods in [5-7]. The ISAR image is often transformed into a special domain such as polar
mapping domain [5,6] or 2D wavelet transform domain [7], all of which are global features of images.
In these methods, the whole radar image including the location and amplitude of all scatterers on it,
is used. Consequently, the feature templates at many aspect angles have to be stored beforehand to
confront the aspect-dependent amplitude for fine recognition accuracy.

Recently, the local features involved in radar images have received more active attention [9-13].
In [9], the local non-negative matrix factorization from the feature space is considered to recognize the
ISAR image. In [10], some information embedded in the statistical model is presented to recognize
interest targets on the synthetic aperture radar (SAR) image. In [11-13], the scatterers on the SAR or
ISAR image are also attempted to realize the recognition task. In general, the local features in the above
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methods economically represent the radar images of interest targets. The recognition methods based
on these features can be less sensitive to non-ideal factors such as noise or image blurring. However, in
the recognition application based ISAR images, two key issues have to be considered. The first one is
that the geometrical shapes of the interest ISAR targets are so similar that statistical models in [9, 10]
cannot be distinguished for successful recognition. The second one is that the scatterer extraction can
be a time-consuming procedure due to the prohibitively large dimension of an ISAR image. Large
computation burden is unavoidable embedded in the recognition methods in [11-13] for extracting the
scatterers and matching them to the stored templates.

Considering these facts, the dictionaries parameterized by the 2-D location parameters of main high-
energy scatterers are proposed in this paper as the feature set for target recognition. The key issue of the
proposed feature is that only 2-D location parameters of main high-energy scatterers are used, regardless
of the amplitude information or scattering matrix of the radar image. Unlike the existing features [4-7],
the 2-D location parameters of main high-energy scatterers on an ISAR image provide the image with
very sparse representations and illuminate the scattering model of a target. Furthermore, the scattering
model is often proportionately changed with the target scale and remains more stable over the wide
angular region than the scatterer’s amplitude [11-14]. Therefore, 2-D location parameters of main high-
energy scatterers can be less sensitive to the variations of the ISAR image and more robust for target
recognition. Main contribution of the proposed method in this paper is that target recognition is carried
out with the parameterized dictionary set of every target and avoids the online scatterer extraction as
the methods in [11-13]. Furthermore, the decomposition procedures involved in the proposed method
only use the local image at the 2-D location parameters of main high-energy scatterers, and the image
outside the scatterer locations is filtered out, which results in good generalization performance against
noise or clutter. In addition, the parameterized dictionaries can be constructed beforehand in a more
robust manner, such as the usage of a scaled target, due to the proportionate merit of the scattering
model.

The remainder of the text is organized as follows. In Section 2, the scatterer extraction and
orientation estimation of radar image is presented. In Section 3, the parameterized dictionary set
is firstly defined, Then, the recognition method based on the dictionary set is proposed. In Section 4,
numerical examples are provided to evaluate the proposed method. Finally, conclusions are summarized
in Section 5.

2. SCATTER EXTRACTION AND ORIENTATION ESTIMATION

Generally, an ISAR image represents the target’s geometry structure projected onto the 2D down-range
cross-range plane. Since some locations on the target provide stronger scattering energy toward the
observation aspect after the target is illuminated by an electromagnetic (EM) wave, the ISAR image
of an interest target is often modeled as the summation echoes from a finite number of high-energy
scattering centers. According to [3], the parameterized expression can be given by

N
n=1

where A,, is the complex amplitude, (z,, y,) the 2-D parameter pair of the nth scatterer, N the number
of main high-energy scatterers, and h(z, y) is called the point spread function (PSF). In particular,
according to [3], PSF can be written into

h(z, y) = (sinc <%m> sinc <2fCCQy> (2)

where ( is complex amplitude, ¢ the speed of electromagnetic wave, f. the carrier frequency, and B and
Q are the frequency bandwidth and the observation angle width, respectively.

According to the scattering model, 2-D parameter pairs of main high-energy scatterers can drive
the prediction of some image features including the target’s pose and geometrical shape, which implies
that the target’s pose or image orientation can be estimated by 2-D parameter pairs of main high-energy
scatterers. In this subsection, the approaches about the scatter extraction and orientation estimation
are presented, respectively.
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2.1. Scatterer Extraction

In general, the scatterer extraction of the radar image can be carried out by the algorithms in [3-16].
In [16], the matching pursuits (MP) algorithm is used to extract the parameters of main high-energy
scatterers for the recognition application. At each iteration in the algorithm, the dictionary atom like
expression (2) is assigned with the variational location parameters and moved throughout the whole
radar image. When the inner product between the dictionary atom and the radar image reaches its
maximum value, the parameter pair of one scatterer is extracted. With the increase of the iteration,
main scatterers can be extracted one by one. Let the inner product between the image I(z, y) and the
atom ¢;j(x — x;, y — y;) be defined as

+oo
(I, o) = / Iz, 4) ¢, (z — 21,y — y;) da 3)

where superscript * denotes complex conjugate, and the atom ¢;;(z — z;, y — y;) satisfies ||p;;[? = 1
Specially, the atom ¢;;(x — x4, y — y;) can be given by

2B xi)} sine [

. 2
Pij (x — x4,y —yj) = asmce c

L - w) ()

where « is a the energy-normalized coefficient, and the parameter pair (z;, y;) is the assigned atom
center. To traverse the whole image, the atom center should be assigned with the pixel coordinates of
the radar image.

Then, the nth scatterer is extracted only when the relationship is satisfied with

I(z,y) = f: (RO + R0 (5)

n/=0

where RtV denotes the residual after n iterations, which is given by

B =1 = 3 (ROL Yol (o= =19 0
n'=0

where ROT = I(z, y) and [(R")] cp >| > (RM)I, i)

Following the properties of the MP algorithm, the above iteration procedure can extract the
scatterers whose energy values descend with the increasing of the iteration number. Therefore, one
might set a fine iteration number to terminate the algorithm and extract main high-energy scatterers.

2.2. Orientation Estimation

Image orientation is helpful for reducing the search scope in the recognition procedure and is often
described by the direction of the radar line of sight (LOS). To illuminate the presented method,
let us define the image orientation as the rotation angle away from the right direction of the x-
axis, i.e., the azimuth angle ¢ displayed in Fig. 1. Furthermore, we also assume that S =

{(x(m) y ) li=1,2,...,Np; j=1,2,... ,M} denotes the stored template set of the mth target,

ij ’yw
where the parameter template (a’;gn), gfjm)) of the ith scattering center is extracted from the image at

elevation angle 6;. A typical architecture of the stored template set of the mth target is shown in Fig. 2.
In particular, the elevation angle 6; represents the angle formed by a unit vector orthogonal to the radar

LOS and the cross-range plane. That is to say, S(™ almost includes all possible scatterer parameters of
a three-dimensional (3-D) target body when 6; is varied from 0 to 27 with a right angular interval, i.e.,

not beyond 3° [17]. Consequently, a zero-centered image I(x, y) sampled at the parameter template

(m) —(m

)
i 0 Ui ) can be expressed as

f ('i‘l] ) gz] // xr — xz] Y y yl(] ))I($7 y) dajdy (7)

(z;
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Figure 1. Orientation definition of the radar Figure 2. Typical architecture of the stored
image. template set.

where 0(+) is a 2-D Dirichlet function with unit energy.
Furthermore, let us define the inertia of the sampled image as

J](m) = Z (:Z“gﬂ) sin ¢ — gl(;”) cos qb)zf(:iz(.;q’), gz(;”)) ji=12.... M (8)

According to [18], if let ¢o denote the orientation angle of the sample image I (ign), gg»n)), the
inertia will reach its minimum value only when ¢ is equal to ¢y, and the minimum inertia of the

sampled image can be given by
2 T m
I = mjin [E (fEf” sin ¢ — ?]Z(;n) cos ¢0> ( 5] ), yz(] )>] (9)

That is to say, one might estimate the orientation of the sampled image with its minimum inertia,
but the large estimation error an happen to the whole image I(x, y) when the parameter template

(z E;n), ng(J )) mismatches the real orientation of the whole image. Therefore, one must perform an

additional procedure.

(™) ‘(m)) by the angle ¢ to produce a different

Let us axial-rotate the parameter template (ZL‘Z-]- s Yij
template (Z Zg ), gj;](-m)), where
j’(m) 5;( )cos _ a(m)
[ & vy Sy (10)
gig.m) = :13( )smgp + yl(] )cosgp

and resample the image I(z,y) with the template (a’:;g ), gjé- )) to obtain the image I'(z § ), g;gm))

According to expression (9), the minimum inertia of the resampled image can be given by

Jaiw = min {Z [0 sin (60 + ) — 71" cos (60 + )] T (&, 5™) } (1)
Following the Cauchy—Sthwarz inequality in [19], one might obtain the relationship as
‘ o ‘ < mm {L (fzgm) gzgm)> ) (aézgm) ng;m))] (12)
where
L (2. 5™) = 3 [#0 sin (g0 + @) — 50" cos (0 + 9)] (13)

i

P (54, 57| (11
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Since L(z; (m), @Z(m)) can be seen as the minimum inertia of a binary image whose amplitude at

ng), glgm)) is equal to one or zero at other coordinates, the value of L(a‘c;g-m), gj;](-m)) is

independent of the sampled image I'(Z S ), gjzgm)).

Furthermore, according to the property of the minimum inertia, one might obtain

the coordinate (Z

’ ’ 2
L <xlgm),§i§-m)> = Z (a’:gn) sin ¢g — :UZ-(;n) cos qﬁo) (15)
i
That is to say, L(’;gm), g;](m)) is invariant to rotation and always keeps a constant value for any
rotation angle . Therefore, |J, mm \ can reach its maximum only when E(’/(m), g;gm)) is maximized by
(:i;g-m), yé )) at special rotation angle ¢ and right elevation angle ;. Fortunately, maximizing |.J mm)|

is very possible for many aerial targets, e.g., planes and missiles because the targets are often regular

(m) ='(m

and symmetric, but not circularly symmetric. For these targets, F ( s Uij )) can reach its maximum
value when the orientation axis of the sampled image overlaps the aX1s of the original image. Therefore,
the orientation of the radar image can be estimated via calculating the minimum inertia of the sampled
image with the maximum energy.

In addition, it must be pointed out that three key issues must be considered for the successful
orientation estimation of the image of a three-dimensional (3-D) target. The first one is that the
azimuth angle ¢ in the previous orientation estimation has to be rotated discretely from 0 to 27 with a
special interval to find the azimuth angle of the image I(z,y) with the parameter template (& EJ ), gjgﬂ))
at elevation angle ;. The second one is that the estimation procedure should be carried out for
all scatterer templates of every target to locate the right elevation angle. The third one is that the
orientation estimation should be also used to all scatterer templates of all targets in the target database
because the class of the image I(z, y) is unknown before the recognition procedure. Consequently,
the orientation angles estimated from the image I(x, y) can be different for candidate targets, but the
matched scatterer template can be indicated for every target.

3. PROPOSED RECOGNITION METHOD

The dictionary set is a classifiable feature which has been used to recognize a candidate target through
the processing of the 1-D scattering signatures of a target in [20,21]. As shown in [20], the extracted
dictionary can ensure the smallest representation error when target matches its dictionary set and the
worst error when target mismatches its dictionary set. Inspired by the existing methods, this paper
focuses attention on developing the recognition method of the 2-D radar image via the dictionary set
parameterized by the location parameters of main high-energy scatterers.

3.1. Construction of Dictionary Set

Different from the dictionaries used in [20—22] the dictionary set in this paper is built up with the 2-D

scatterer parameter of radar images Let T'(m {<I> j = 1,2,...,M} denote the dictionary set
with M dictionaries and <I> {1/1 (x,y),i=1,2,... ,Nm} denote its jth dictionary, whose atom
sz(J )(a: y) is defined as

1[)2] (z,y) = asinc [7 (:L‘ — &y )} sinc [ . (y — ij ) (16)
where (:%Z(-T’), @Z(;n)) denotes the found scatterer parameter of the mth target after the orientation

estimation. If assume that (;Abém) is the orientation angle estimated by the stored scatterer template

of the mth target, one might use the expression in (10) to rotate the stored template (:E(-m) _(m)) with

17 ) ylj
the angle qg(()m) and to calculate the parameter (AEJ ), Qz(;ﬂ))
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Furthermore, the energy of a scatterer on the image is often assembled into a small 2-D

(m)  ~(m)

neighborhood with the parameter <§;Z-J , gi] > as the center, and the neighborhood size is limited

jointly by the range and cross-range resolutions. Therefore, one might reduce the calculation complexity
of the recognition procedure via restricting the atom size with the variables x and y. In this paper,
and y in the atom ngn) (z, y) fall into the following intervals

j ij

€ [aé«(’.”) ~5A,, 2™ 4 5Az} (17)

y € [@gp — 50, 3 + 5Ay] (18)

where A, and A, are the range and cross-range resolution of the radar image, respectively.

As shown by the defined dictionary set, the dictionaries used in this paper represent the scatterer
distribution of the target images associated with different aspect angles. Atom centers in the dictionary
mark main scattering energy of the radar image. If angle ¢; is rightly chosen, the dictionary set can
collect almost all scatterer models on a 3-D target, but be independent of the amplitude variation of
the radar images.

3.2. Recognition Procedure

The recognition procedure in this paper is similar to the method proposed in [20]. To implement the
recognition, the image I(x, y) of the candidate target is decomposed with the MP algorithm in [22],
where the inner product between the image I(x, y) and the atom 1/)871) (z, y) as

(1o") = [ 1ol @ o) do (19)

oim

where Ql(;n) is the support domain of the variable x in the atom wgn) (z, y).
(m)

After Ny, iterations, the final residual Rm I(z, y) associated with the dictionary @,

by

can be given

Nm
R\VI (2, y) =1 (x, y) - > <I, ¢§T)>¢§T) (z, y) (20)
=1

Furthermore, the residual energy can be given by

HRE@I(:E, y)H2 = %// RE\?:I(JC, y)dzdy, m=1,2,3, ... (21)

where E denotes the energy of the image I(x,y).
m
g )
the final residual REGZ;BI (x, y) can reach its minimum value when the input image is matched with
the corresponding dictionary. As a result, one might recognize the image I(z, y) via minimizing the
residual energy in (21). Fig. 3 shows the complete procedure of the proposed recognition method, which
includes three steps. In the first step, the orientation angle of the input image with the unknown class
is estimated by stored scatterer templates of every target, and then, the dictionary sets are updated
with the estimated orientation angles. In the second step, the MP algorithm is used to decompose the
input image with the dictionary sets of targets in target database, respectively. In the third step, the
input image is recognized with the minimum value of the residual energy.

Clearly, the proposed method can spatially filter out part of the image outside the scatterer template
and more robust performance against the noise or clutter can be obtained than the exited recognition
methods in [4-7]. Furthermore, the calculation of the scatterer templates in the dictionary avoids the
online extraction in [11-13], which results in an efficient recognition procedure.

Since the dictionary @ characterizes the geometry shape of the mth target, the energy of
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Figure 3. Procedure of the proposed recognition method.

4. SIMULATION RESULTS

To demonstrate the proposed method, the simulated radar images are used to test our method in
contrast to the existing methods in [4,5]. For the sake of notational brevity, our method will be called
as “DS”, the method in [4] as “IM,” and the method in [5] as “PT” for all later experiments.

4.1. Simulation Setup

In our simulations, three aircraft targets shown in Fig. 4 are considered. The 2-D coordinates of the
scatterers of every target are uniformly extracted from their geometry shapes, and the radar cross-
section (RCS) of every scatterer is equal to a unit value. Furthermore, to test the recognition methods,
three different databases are produced, respectively. For the first database, only axial-rotation on the
imaging plane is considered to produce the images with the fixed cross-range resolution. Every target
is rotated over 0°—358° aspect angles with a 2° interval to generate the scattering models at the 180
different angles while the mass center of every target is fixed at the spatial coordinate (7.765 km, 0 km,

"

(a) (b)

Figure 4. Target geometry models used in our simulations, (a) F18; (b) F22; (c) Mig29.
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28.978 km). For the second database, a scaled scene is considered. The original size of every target is
reduced by a scaled coefficient value with 1/20. Furthermore, every scaled target is rotated over 0°-358°
aspect angles with a 2° interval to generate 180 scatterer models with the mass center at the spatial
coordinate (Om, Om, 10m). Different from the previous databases, the complex location variations
are combined in the third database. The mass center of a target is moved from the spatial coordinate
(7.765 km, 0km, 28.978 km) to the spatial coordinate (30km, 0km, 51.962km) with a radial-distance
interval value of 5 km while every target at the given mass center is rotated over 0°-320° aspect angles
with a 40° interval.

After obtaining the scattering models of three targets, Range-Doppler (RD) algorithm [3] is used
to image these targets and to produce their image databases. In our simulations, the carrier frequency
of the imaging system is 11.8 GHz while its bandwidth is 1.5 GHz for the second database and 150 MHz
for two other databases, respectively. Furthermore, to simulate a practical situation, additional white
Gaussian noise is added to the images to achieve a desired signal-noise-ratio (SNR) level. In this paper,
the SNR value is measured by the maximum peak value of the image.

4.2. Evaluation of Scatterer Extraction and Orientation Estimation

In this experiment, we firstly extract the scatterer parameters of three targets from their radar images
in the second database. For this purpose, we randomly select an image for every target from its
databases and carry out the extraction procedure. Fig. 5 shows the residual energy associated with
the decomposition iterations. It is seen that the residual energy reflects a slow convergence after the
initial steep decay. This decline rule indicates that a relatively small number of iterations are required
to represent a radar image, and the extracted scatterers locate the predominate energy on image.
Therefore, one might select the iteration number within the fine region in Fig. 5 to stop the algorithm.
The middle value at fine region, i.e., 86 iterations, is selected as the number of main high-energy

—F22
o84 0 | FI8
& N e Mig29

g 06
E
S 04 fine region
3] N
= ™ ~
0.2 T
0

50 100 150 200 250
Iteration number

Figure 5. Residual energy associated with the decomposition iterations.
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-1 -0.5 0 0.5 -1 -0.5 0 0.5 -1 -0.5 0 0.5
X (m) x (m) x (m)
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Figure 6. Original images and extracted scatterers of three targets.
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scatterers in this paper. Furthermore, an image of every target is selected randomly from its second
database, and main high-energy scatterers are extracted with 8 MP iterations. Fig. 6 shows original
images and extracted scatterers for three targets. As seen in Fig. 6, the extracted scatterers coincide
with the image structures of three targets and effectively characterize their geometrical shapes.

Furthermore, 86 high-energy scatterers extracted from the image are used to estimate the
orientation angle. The coordinate parameters of the extracted scatterers are multiplied by 20 and axial-
rotated from O to 27 with a 2° interval to produce the scatterer templates for every target. Then, we
randomly select the radar image of every target from its first image database with an equal probability
of being present. For the selected image, scatterer templates of the corresponding target are used to
estimate its orientation through 1000 experiments at a given SNR. To measure the estimation precision,
the averaged estimation error is defined as the total estimation error normalized by the experiment
number, where the total estimation error within 1000 experiments is the summation of the single error
between the real orientation angle and the estimated angle of the selected image. Fig. 7(a) shows the
averaged estimation error at different SNR values. It is seen from Fig. 7(a) that the presented method
can availably estimate the orientation angle of the images. With the increase of the SNR value, the
averaged estimation error values for three targets are converged to about 4.5°, 4.9° and 2°, respectively.
Moreover, we estimate the orientation of the images in the third database like the above experiment
procedure, and the averaged estimation error is shown in Fig. 7(b).Similar properties are seen, and the
averaged estimation error is also converged in the higher SNR condition.

40

(78]
=

estimation error (deg)
—_ o
o (=]

estimation error (deg)

0 10 20 30 40

SNR (dB) SNR (dB)
(a) (b)

Figure 7. Estimation errors for the images in (a) the first database; (b) the third database.

4.3. Evaluation of Recognition Methods

In this experiment, three different methods, named as the “DS”, “IM” and “PT”, are evaluated,
respectively. For this purpose, the recognition features for three methods are firstly extracted from
the first image database. Especially, for the “IM’ method, an image is randomly selected from the first
image database of every target, and the image separated by a mean threshold in [5] is used to calculate
the invariant moments as the feature vectors. For the “PT” method, the first image database of each
target is uniformly sampled with the interval value of 4° across the aspect to extract its feature vectors
with the training procedure in [5]. Furthermore, for the “DS” method, the estimated orientation angles
and the scatterer templates associated with three targets are to construct the corresponding dictionary
sets. To test the performance of the three methods, a target is randomly selected from the target library,
and an image is also selected from its first image database with an equal probability of being present.
Furthermore, we carry out 1000 independent recognition tests at each given SNR value. Fig. 8(a) shows
the correct recognition ratio (CRR) values of three methods. As seen in Fig. 8(a), very poor CRR value,
about 33% for the simulated SNR values, is obtained by the “IM” method due to the variation of the
image density. The CRR value of the “PT” method is significantly lower than that of the “DS” method
within the SNR ranges from 0dB to 16 dB although the CRR values of two methods can be close at
higher SNR values. This is because a spatially filtering procedure is involved in the “DS” method, but
other two methods are not so.
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Figure 8. Correct recognition ratio of images, (a) in the first database; (b) in the second and third
databases.

Moreover, a more challenging recognition task is carried out, where the features are extracted with
the above experiments from the second image database of three targets. However, for the proposed
method, the extracted location parameters of main high-energy scatterers are multiplied by 20 to
match the origin target. After building up the features of three methods, we evaluate the recognition
performance with the energy-normalized images in the third image database. Fig. 8(b) shows the CRR
values at different SNR values, where 1000 independent tests are also carried out at a given SNR. As
expected by us, the proposed method obviously outperforms other two methods. The proposed “DS”
method is almost not affected by the scale variation of the target shape while the “PT” method becomes
worse. In other words, the proposed method can beforehand collect the feature templates in a more
robust manner.

5. CONCLUSIONS

Target recognition with the radar images has been a challenging task in the radar community. In
this paper, main high-energy scatterers are proposed to recognize radar images via parameterized
dictionary set. Furthermore, the extraction algorithm of main high-energy scatterers and the orientation
estimation of radar image are presented, respectively. Simulation results show that the proposed method
significantly outperforms other two methods in [4, 5] since it can counteract some difficulties associated
with a radar image, e.g., the distance-dependent resolution, amplitude fluctuation, and scatterer’s
location rotation. Furthermore, the proposed method uses the parameterized dictionary set as the
features and avoids the online extraction of the scatterers, which results in an efficient recognition
procedure over the methods in [11-13].

However, it should be noted that the performance of the proposed method is evaluated only by
the simulated images. The scatterers on the images are assumed solely from the geometry of the target
as opposed from the actual scattering physics. Thus, the simulated results are limited in its meaning.
Future work needs to particularly emphasize the performance evaluation through the measured images.
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