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Focusing Translational Variant Bistatic Forward-Looking SAR Data
Based on Two-Dimensional Non-Uniform FFT
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Abstract—Forward-looking imaging has extensive potential applications, such as self-navigation and
self-landing. By choosing proper geometry, bistatic synthetic aperture radar (BiSAR) can break through
the limitations of monostatic SAR on forward-looking imaging and provide possibility of the forward-
looking imaging. In this special bistatic configuration, two problems involving large range cell migration
(RCM) and large range-azimuth coupling are introduced by the forward-looking beam, which make it
difficult to use traditional data focusing algorithms. To address these problems, a novel Omega-K
algorithm based on two-dimensional non-uniform FFT (2-D NUFFT) for translational variant (TV)
bistatic forward-looking SAR (BFSAR) imaging is proposed in this paper. In this study, we derive
an accurate spectrum expression based on two-dimensional principle of stationary phase (2-D POSP).
2-D NUFFT is utilized to eliminate the range-variant term, which can make full use of the data and
improve the computational efficiency as well. The experimental results, presented herein, demonstrate
the effectiveness and advantages of the proposed algorithm.

1. INTRODUCTION

Synthetic aperture radar is a radar imaging technology, which is capable of producing high resolution
images of an observed area under all-time and all-weather [1]. In some applications, such as military
and aircraft landing systems, a forward-looking imaging radar is highly desirable. However, traditional
monostatic SAR is not applicable in forward direction due to azimuth ambiguities and poor Doppler
resolution. To improve the Doppler resolution and avoid azimuth ambiguities simultaneously, BiSAR
in principle provides the possibility of the forward-looking image by choosing proper geometry [2–4].

In recent years, some valuable studies on BiSAR image formation have been proposed, which can
be divided into two categories: time domain and frequency domain. Time-domain methods can focus
bistatic SAR data well, but these methods always have huge computational costs. The processing
efficiency can be highly improved in the frequency domain, where the bistatic point target reference
spectrum (BPTRS) is an important basis [5–7]. However, the existence of the double square root
(DSR) term in the bistatic range makes it difficult to get the exact solution for the two-dimensional
(2-D) spectrum. Approximate solutions to get 2-D spectrum have been researched, such as the method
of series reversion (MSR) [5], Loffeld’s bistatic formula (LBF) [8, 9], extended LBF (ELBF) [6, 12],
and two-dimensional principle of stationary phase (2-D POSP) [10, 11]. Among these methods, 2-D
POSP can be utilized to achieve an approximate one-to-one correspondence between time and Doppler
frequency, thereby formulating an accurate BPTRS.

The bistatic forward-looking SAR (BFSAR) employs the spatially separated forward-looking
receiver and side-looking transmitter. Some theories for BFSAR have been developed in [13–16]. In [13],
BFSAR is categorized into three types: translational invariant (TI), translational variant (TV), and
stationary transmitter cases. In the TV cases, the transmitter and receiver platforms are moving along
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different trajectories with different velocities. Compared with the other two cases, TV-BFSAR is more
flexible and can be used for reconnaissance, guidance and so on. However, in TV-BFSAR, the large
range-azimuth coupling and large range cell migration (RCM) are the major problems. Moreover, the
spatial variations of TV-BFSAR raw data have 2-D characteristics. Hence, many algorithms used in
BiSAR cannot focus TV-BFSAR data well, and choosing proper imaging method is a key issue. In [10],
range-Doppler algorithm (RDA) and chirp scaling algorithm (CSA) based on 2-D POSP for BiSAR is
proposed. But the spatial variations of the Doppler parameters in the azimuth direction are ignored,
which causes significant performance degradation of RCM correction and azimuth compression. Zhang
and Li [14] introduce a novel RDA for BFSAR configuration. However, owing to the approximation
of the phase history, the focusing accuracy is severely affected. Additionally, this method is only able
to get narrow-swath BFSAR image. An Omega-K imaging algorithm for TI-BiSAR has been proposed
in [17]. But the one-dimensional (1-D) Stolt interpolation used in [17] can only eliminate the spatial
variations in the range direction. Due to the 2-D spatial variation characteristics, this algorithm is no
longer applicable for TV-BFSAR imaging. Using ELBF, an Omega-K algorithm for BiSAR is presented
in [12]. For the range-variant term, it adopts 2-D Stolt interpolation to correct the nonlinear dependence
on the range and azimuth frequencies. 2-D Stolt interpolation transforms the non-uniform frequency
domain into a regular spaced rectangle [18, 19]. For TV mode, the imaging block size becomes very
small, leading low utilization of the collected data in the spatial frequency domain. Hence, this method
based on Stolt interpolation is not applicable for TV-BFSAR any more.

Non-uniform FFT (NUFFT) is an accurate and efficient technique to evaluate the non-uniform
discrete Fourier transform (NUDFT) [19–23]. Recently, NUFFT technique was introduced to the
research field of SAR data processing [19, 21, 22]. In this paper, a novel Omega-K algorithm based
on 2-D NUFFT for TV-BFSAR imaging is proposed. Based on the accurate spectrum expression
derived by using 2-D POSP, 2-D NUFFT is utilized to compute the optimum reconstruction image,
and comes at low computational cost scaled with complexity O(MN log2MN). Compared with the
Omega-K method presented in [12], the proposed algorithm can make full efficient use of the collected
data in the spatial frequency domain. Performance comparisons of the proposed algorithm with the
algorithms in [10, 12] are conducted to demonstrate the advances of the Omega-K algorithm presented
in this paper. The rest of this paper is organized as follows. The signal model of BFSAR is established
in Section 2. In Section 3, the spectrum derived using 2-D POSP is rewritten and a novel Omega-K
algorithm based on 2-D NUFFT is proposed. Section 4 conducts the performance comparisons of the
proposed algorithm with conventional algorithms. The conclusions of the paper are drawn in Section 5.

2. SIGNAL MODEL

Figure 1 shows the imaging geometry of the bistatic forward-looking SAR, including parallel tracks and
unequal velocities. The receiving antenna is forward looking, while the transmitter antenna is squint
looking. The scene center is set to be the origin of coordinates and the height of the scene is assumed
to be zero.

After demodulation to baseband, the received signal can be expressed by the range time τ and
azimuth time η

s(τ, η) = p

(
τ − R (η)

c

)
× exp

(
−j2π

R (η)
λ

)
(1)

where c represents the speed of light and λ the carrier wavelength. p(·) is defined as the transmitted
signal, and the instantaneous range history R(η) is given by

R(η) = RT (η) + RR (η) (2)
where

RT (η) =
√

R0T
2 + (η − η0T )2vT

2

RR (η) =
√

R0R
2 + (η − η0R)2vR

2

(3)

here R0T is the minimum slant range from transmitter to scene center and R0R the height of receiver.
η0T and η0R stand for initial offset time of transmitter and receiver, respectively. The moving velocities
of transmitter and receiver are respectively denoted by vT and vR.
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Figure 1. Imaging geometry of bistatic forward-looking SAR.

3. IMAGE FORMATION ALGORITHM

3.1. Rewriting The Signal Spectrum

2-D FFT is made toward (1) using 2-D POSP [10], then ignore the amplitude, the spectrum expression
of bistatic forward-looking echo signal can be described as

S (fτ , fη) = p (fτ ) exp [−jϕ (fτ , fη)] (4)
where

ϕ (fτ , fη) = 2π (fηT η0T + fηRη0R) + 2π

[
R0T

c
FTW +

R0R

c
FRW

]
(5)

FTW =

√
(fτ + f0)

2 −
(

cfηT

vT

)2

FRW =

√
(fτ + f0)

2 −
(

cfηR

vR

)2

fηT = kT (fη − fDcR − fDcT ) + fDcT fηR = kR (fη − fDcR − fDcT ) + fDcR

fDcT =
vT sin θST

c/ (fτ + f0)
fDcR =

vR sin θSR

c/ (fτ + f0)

kT =
kηT

kηT + kηR
kR =

kηR

kηT + kηR

kηT =
v2
T cos3θST

λR0T
kηR =

v2
Rcos3θSR

λR0R

(6)

where fτ and fη stand for the range and azimuth frequency, respectively. f0 is the carrier frequency
of the transmitted signal. The squint angles of transmitter and receiver at the composite beam center
crossing time are respectively denoted by θST and θSR.

To facilitate the development of processing algorithms, we bilinearly express η0T , R0T , and R0R in
terms of (r, η0R) [9].

η0T = p10 + p11r + p12η0R

R0T = p20 + p21r + p22η0R

R0R = r + Rm

(7)

where Rm is the closest range from the scene center to the ideal trajectory of receiver and r = R0R−Rm.
Substituting (7) into (5), the phase history can be expressed as

ϕ (fτ , fη) ≈ 2π [p10 + p11 (r + Rm)] kT fη + 2π (p12kT + kR) η0Rfη +
2π

c
(r + Rm) FRW

+
2π

c
(p20+p21r+p22η0R) FTW +

2π

c
(kT vR sin θSR−kRvT sin θST ) (fτ +f0) [(1−p12)η0R−p10−p11r] (8)
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Similar to [8], (8) can be decomposed into two components: QM phase term and BD phase term.
ϕ (fτ , fη) = ϕQMW (fτ , fη) + ϕBDW (fτ , fη) (9)

where
ϕQMW (fτ , fη) = 2πp10kT fη + 2πp11rkT fη + 2π (p12kT + kR) η0Rfη

+
2π

c
p22η0RFTW +

2π

c
(r + Rm) FRW +

2π

c
(p20 + p21r) FTW (10)

ϕBDW (fτ , fη) =
2π

c
(kT vR sin θSR − kRvT sin θST ) (fτ + f0) (η0R − η0T ) + 2πp11RmkT fη (11)

From (10), it can be readily shown that 2πp22η0RFTW /c contains an azimuth-dependent range cell
migration (RCM) term which is introduced by the azimuth-variant baseline between transmitter and
receiver. For clarity, we expand FTW with respect to fτ and fη as

2π

c
p22η0RFTW ≈ 2π

c
p22η0R




√
f2
0 −

(
cfdc
vT

)2
+

(
cfdc
vT

)2

√
f2
0−

(
cfdc
vT

)2
+ fτ√

1−
(

λfdc
vT

)2
−

(
c

vT

)2
fdc√

f2
0−

(
cfdc
vT

)2
fη


 (12)

where fdc = vR sin θSR/λ + vT sin θST /λ. In (12), the first two terms denote the residual phase terms
and are negligible; the third term is the azimuth-dependent RCM and the last term represents the
azimuth-scaling term [9]. Therefore, (10) and (11) can be rewritten as

ϕ̃QMW (fτ , fη) = 2πp10kT fη+2πp11rkT fη+
2π

c
(r+Rm) FRW +

2π

c
(p20+p21r)FTW + 2πβηη0Rfη (13)

ϕ̃BDW (fτ , fη) = ϕBDW (fτ , fη) +
2πp22η0Rfτ

c

√
1−

(
λfdc
vT

)2
(14)

where
βη = p12kT + kR − λp22fdc

v2
T

√
1−

(
λfdc
vT

)2
(15)

3.2. Omega-K Algorithm Based on 2-D NUFFT

To deal with ϕ̃BDW , we perform a preprocessing operation in the range-azimuth subsections to remove
it. The preprocessing function is given as

Hpre (fτ , fη) = exp [jϕ̃BDW (fτ , fη)] (16)
For further clarity, ϕ̃QMW is decomposed into a range-invariant term, range-variant term and

azimuth-scaling term [12]. Hence, (13) can be expressed as
ϕ̃QMW (fτ , fη) = φ1 (fτ , fη) + φ2 (fτ , fη) + φAS (fη) (17)

where

φ1 (fτ , fη) = 2πp10kT fη +
2π

c
RmFRW +

2π

c
p20FTW (18)

φ2 (fτ , fη) = 2π
(1 + p21) r

c

(cp11kT fη + FRW + p21FTW )
(1 + p21)

(19)

φAS (fη) = 2πβηη0Rfη (20)
φ1(fτ , fη) represents the range-invariant component. It can be removed with reference function
multiplication (RFM) in the 2-D frequency domain. φAS(fη) is the azimuth-scaling term. In this
paper, the correction factor for φAS(fη) is substituted by averaged values over slant range and azimuth
time. Thus, the azimuth-scaling term can also be corrected with RFM in the 2-D frequency domain.
The RFM filter is obtained as following

HRFM (fτ , fη) = exp {j [φ1 (fτ , fη) + φAS (fη)]} p∗ (fτ ) exp
(
−j2π

Rm + p20

c
fτ

)
(21)
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The last exponential term of (21) denotes a phase correction to establish the phase reference to the
scene center.

φ2(fτ , fη) stands for the range-variant component, which contains the range-variant RCM, range-
azimuth coupling and azimuth modulation. Obviously, it is significant to correct φ2(fτ , fη) in a
subsequent operation to focus precisely over the whole scene. The coupling between fτ and fη can
be removed if we rescale fτ by the frequency mapping

f ′
τ

=
(cp11kT fη + FRW + p21FTW )

(1 + p21)
− f0 (22)

After mapping operation, the data from (fτ , fη) space to (f ′τ , fη) space, (19) can be converted to

φ2 (fτ , fη) = 2π
(1 + p21) r

c
(f ′τ + f0) (23)

It can be readily shown from (22) that the range-azimuth coupling can be eliminated and RCM
can be sufficiently corrected. However, due to non-uniform distribution of the spatial frequencies f ′τ
and fη, the focused image cannot be obtained only by 2-D inverse FFT (IFFT). Stolt interpolation
is in general utilized to solve this problem, which transforms the 2-D non-uniform frequency domain
into a regular spaced rectangle. Then 2-D IFFT is employed to generate an image [17]. This method
inevitably makes the supported domain small and decreases the data utilization. Using the simulation
parameters defined in Section 4, the non-uniform distribution of the spatial frequencies f ′τ and fη is
showed in Fig. 2. In this kind of TV-BFSAR case, the method based on Stolt interpolation can only
utilize a small part (the red rectangle in Fig. 2) in the skew 2-D support. Obviously, the data utilization
is quite low, which affects the image performance severely.
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Figure 2. Frequency samples point in (f ′τ , fη) space.

NUFFT is an accurate and efficient technique to evaluate the non-uniform discrete Fourier
transform (NUDFT) [19–23]. According to [20], the reconstruction of target scattering function can
be represented by

Ik,l =
M−1∑

m=0

N−1∑

n=0

[
Sm,n exp

(
j
2π

M
kα̃m,n + j

2π

N
lβ̃m,n

)]
−M/2 ≤ k < M/2, −N/2 ≤ l < N/2 (24)

where
Sm,n = S (m∆fτ , n∆fη) (25)

α̃m,n =
M∆x

2π
[α (m∆fτ , n∆fη)− α0] (26)

β̃m,n =
N∆y

2π
[β (m∆fτ , n∆fη)− β0] (27)

where ∆x, ∆y, ∆fτ and ∆fη denote the sampling interval in X-axis, Y -axis, range frequency and
azimuth frequency, respectively. M and N represent the number of sampling points in range frequency
and azimuth frequency. After RFM, the signal in the 2-D frequency domain is denoted by S. α and β
is the spatial frequencies f ′τ and fη. (α0, β0) is the midpoint of the irregular spatial frequencies region.
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According to [20], 2-D NUFFT can substitute for Stolt interpolation and 2-D IFFT to get the
focused image, but also can effectively utilize the echo information. Additionally, the direct computing
of (24), a two-dimensional discrete Fourier transform process, takes O(M2N2) arithmetical operations,
while 2-D NUFFT based on Least-Square can compute the same result in only O(MN log2 MN)
operations which is the same to the complexity for the algorithm based on 2-D POSP in [10] and the
omega-k algorithm in [12]. Hence, 2-D NUFFT for BFSAR image formation is a good balance between
computational load and focusing performance. The processing of the proposed algorithm consists of the
following steps.

(1) Using 2-D POSP, 2-D spectrum expression is generated.
(2) Based on bilinear regression and Taylor expansion, the phase history is rewritten, and it can be

expressed as QM term and BD term.
(3) Preprocessing operation to deal with the BD term.
(4) RFM to remove the range-invariant component and the azimuth-scaling term.
(5) Mapping operation to eliminate the range-azimuth coupling and correct the RCM.
(6) 2-D NUFFT operation to linearize both 2-D frequency and obtain the focused image.

4. SIMULATION RESULTS

The purpose of the simulation is to verify the effectiveness of the proposed imaging algorithm. The
simulation parameters are listed in Table 1. Firstly, point scatterers simulation is conducted to
validate the proposed algorithm in this paper. Then, we apply the traditional methods in [10, 12]
to BFSAR configuration. Performance comparisons of the proposed algorithm with the traditional
methods demonstrate that the former can focus TV-BFSAR better.

Table 1. Simulation radar parameters.

Transmitter initial location (−3, 0, 8) km Carrier frequency 9.65 GHz

Receiver initial location (0,−2, 4) km Range bandwidth 100 MHz

Velocity of transmitter 200 m/s PRF 1000 Hz

Velocity of receiver 100 m/s Pulse width 10µs
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4.1. Point Scatterers Simulation

The simulated scenario consists of nine point targets in the ground plane z = 0, which is shown in
Fig. 3. The reference point O is located at the center of the scene, and the other eight points are
all located in a 1100 m × 1100m square. Among the nine point targets, P1 is the furthest-range point
target, and P2 is the shortest-range point target. Using the parameters of Table 1, the nine point targets
are reconstructed via the proposed algorithm. The result is shown in Fig. 4. Obviously, 2-D NUFFT
accomplishes range-azimuth coupling correction and RCM correction.

4.2. Performance Comparisons

A smaller scenario (300 m × 300m) is chosen to test the algorithms in order to compare the
focused performance of the algorithms in more detail. In this scenario, points A(100, 100), B(0, 0),
C(−100,−100) are analyzed to quantify the imaging precision of the proposed algorithm. In order to
show the details, the results are interpolated by a factor of 16. Figs. 5(a)–(c) give the contours of points
A, B, and C processed by the proposed Omega-K algorithm. Comparatively, Figs. 5(d)–(f) give the
contours of points A, B, and C processed by the algorithm based on ELBF in [12], and Figs. 5(g)–(i)
give those contours processed by the RD algorithm based on 2-D POSP in [10]. In Fig. 5, the horizontal
axis and the vertical axis are range samples and azimuth samples, respectively. By the simulation

Point Target A Point Target B Point Target C

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5. Contours of points A, B, and C in the 300 m × 300m square. (a)–(c) Processed by the
proposed method. (d)–(f) Processed by the method in [12]. (g)–(i) Processed by the method in [10].
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results, it is clear that the proposed algorithm and the RD algorithm based on 2-D POSP in [10] can
fully focus all the targets at the same time, whereas simulation results of the method in [12] is not so
well.

On the other hand, points P1, O, and P2 in the 1100 m× 1100m square are also analyzed in detail.
Similarly, Fig. 6 respectively give the contours of points P1, O, and P2 processed by the proposed
Omega-K algorithm, and the methods in [10, 12]. In Fig. 6, the horizontal axis and the vertical axis
are range samples and azimuth samples, respectively. The simulation results show that the algorithm
proposed in this paper can fully focus all the targets at the same time. By contrast, the methods
in [10, 12] can focus the target at the reference position well, whereas targets at the corners of scenario
are only partially focused.

In order to evaluate the reconstructed point target at the corner of scenario, the Peak Side-Lobe
Ratio (PSLR) and the Integrated Side-Lobe Ratio (ISLR) are utilized as measurement of performance,
and the evaluation results of target P1 are tabulated in Table 2. In addition, the azimuth profiles with
respect to target P1 are shown in Fig. 7, where the red solid line, green solid line, and blue dotted line
represent the results using the proposed method in this paper and the methods in the literatures,
respectively [10, 12]. It can be seen that the proposed algorithm in this paper has good focusing
performance, whereas the focusing performance of the imaging algorithm in [12] and the method in [10]

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Point Target P Point Target O Point Target P1 2

Figure 6. Contours of points P1, O, and P2 in the 1100 m× 1100m square. (a)–(c) Processed by the
proposed method. (d)–(f) Processed by the method in [12]. (g)–(i) Processed by the method in [10].
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Table 2. Imaging performance of P1.

Range Azimuth

PSLR (dB) ISLR (dB) PSLR (dB) ISLR (dB)

The proposed method −13.26 −10.69 −13.13 −11.00

The method in [12] −14.05 −13.67 −13.82 −10.90

The method in [10] −13.31 −9.67 −12.93 −10.61
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Figure 7. Azimuth profiles of targets P1.

is not so well.
The simulation results for different scenarios indicate that the proposed algorithm in this paper

has nearly ideal focusing performance, even in a large scenario. However, the imaging algorithm of
Wang [12] has bad imaging results mainly because the approximate spectrum based on ELBF and the
utilization of Stolt interpolation make the algorithm unsuitable for TV-BFSAR. Due to ignoring the
spatial variations of the Doppler parameters in the azimuth direction, the RD algorithm based on 2-D
POSP in [10] can focused well in a small scene, whereas it can only partially focus targets at the corners
of a large scenario. Thus, if the method in [10] is applied to BFSAR configuration, it is limited to small
scenarios.

5. CONCLUSIONS

This paper presents a novel Omega-K imaging algorithm for translational variant bistatic forward-
looking SAR imaging. The core of the Omega-K algorithm is to obtain the precise spectrum based
on 2-D POSP, and eliminate the range-azimuth coupling and correct the RCM using 2-D NUFFT.
NUFFT calculates complex kernels based on the given sampling pattern to minimize the interpolation
error, and scales with complexity O(MN log2MN). The simulation results validate that the proposed
algorithm has the ability to focus TV-BFSAR data within a 1100 m × 1100m region. Moreover,
performance comparisons prove that the imaging results of 2-D NUFFT processing have nearly ideal
focusing performance with low computational cost.
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