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Abstract—The aim of this work is to implement a hybrid approach
able to provide an efficient solution of the electromagnetic coupling
between an antenna and an obstacle distant few meters away. The
idea is to divide the problem into a small number of less complex
sub-problems exploiting the advantage of generating the admittance
matrix that describes the scattering problem by a numerical code. To
this end, the electromagnetic field impinging on the object has been
characterized by means of a proper number of very narrow beams; for
each beam the scattering problem has been solved by a commercial
code; finally, the total admittance matrix has been obtained as
composition of all the scattering contributions. The resulting echo
of a moving obstacle has been compared with that measured by
experimental investigations, both for metallic and dielectric bodies.

1. INTRODUCTION

The electromagnetic (EM) scattering from metallic or dielectric objects
is addressed very frequently in the literature. Many numerical
techniques have been developed, and they are mainly based on integral
equations, as Method of Moments (MoM) [1] and the Discrete Dipole
Approximation [2], or on the finite difference algorithm both in
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frequency domain, as the Finite Element Method [3], and in time
domain, as the Finite Difference Time Domain (FDTD) [4–7].

Each of these techniques has certain advantages and some
disadvantages. For example, the MoM is an extremely powerful
technique, but requires the inversion of very large matrices or, the
implementation of complex algorithms not always applicable to an
irregular geometry [8]. In literature many papers proposed different
algorithms for its application to dielectric, and non homogenous bodies,
such as multilayer structures [9, 10] or composite metallic and dielectric
structures [11].

When the reflecting object is geometrically complex, and non
homogenous, the use of the MoM may require a strong computational
effort.

On the other hand, the FDTD technique is also a very powerful
tool, and in case of non-homogeneous, and geometrically complex
objects is often preferred to the MoM. Its limit is given by the
discretization of the whole computational domain, including the space
that separates the antenna from the object. In this way, the demand
for computational resources can be extremely costly, especially when
dimensions are large compared to wavelength.

Many studies in the literature have dealt with the possibility of
interfacing the two techniques to exploit their capabilities. For example
in [12] a linear antenna is used to radiate a dielectric object. The MoM
technique, applied in time domain, is used to simulate the antenna,
while the FDTD technique is applied for simulating the dielectric
object. The interaction between the two techniques is done using
the principle of equivalence. In [13] a similar hybrid technique was
presented, but the MoM is developed in frequency domain (MoM).

The MoM-FDTD hybrid technique is very powerful because allows
the simulation of both situations in which the object is in the near field
of the antenna as well as those where it is in the far field. Its limitation
is mainly related to the application of the MoM to complex antenna
geometry, and, when used in time domain, to the instabilities problem
of the MoM. In addition, for parametric analysis, it is necessary to
repeat every time the entire simulation and this aspect leads us to
formulate a different hybrid approach to scattering problem.

In this paper a new technique for the solution of scattering
problems is presented. The model is based on a generalized matrix
approach, typical of the circuit theory, that leads to a formulation
where the terms representing the scattering object and the terms
regarding the impinging field are separated, and no matrix inversion
is required. In this way a tool, very flexible and simple to implement,
is developed, suitable for parametric analysis: for example it allows
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studying the effects of changes concerning the antenna (type, distance
from the scattering body, etc.) modifying only the corresponding
terms, without repeating the whole procedure. The most significant
aspect is the calculation of the admittance matrix of the scattering
body, that is the matrix that relates the current distribution induced
in the body with the incident field. The idea of this technique arises
from the MoM, that evaluates the admittance matrix of the scattering
object, inverting the impedance matrix of the moments. Once the
admittance matrix of the object is known, it is possible to calculate
the signal scattered under different conditions of exposure.

It is useful to mention the motivation that led us to develop this
technique. In a previous work [14] we investigated the feasibility of
a system for remote monitoring of human breathing activity. As
a consequence of the feasibility study and from the analysis of the
literature emerged the need to have an accurate model for the design
of the electromagnetic system. Hence the need of a tool able to carry
out an accurate and fast parametric analysis of the monitoring system
performances, as for example the effect of the mutual position of the
antenna and the body, the optimal distance between the antenna and
the body, the minimum required sensitivity of the receiver, or the
antenna characteristics.

The calculation of the admittance matrix is done with a direct
method, and therefore no inversion of large matrices is required. The
developed technique is hybrid because it combines some features of a
numerical tool with the theory of microwave junctions.

The numerical technique used in this work is based on the Finite
Integral Technique (FIT), and in particular, a commercial software
(CST) was used [15], however the model is not limited to the type of
numerical technique adopted. This choice was done because nowadays
commercial software are able to handle complex geometries with
small details. But if the investigation of problems where the EM
interaction between source and scattering objects occurs in the far field
region, the simulated box for a full-wave numerical solution may be so
large to require the use of powerful computer clusters. In particular
the proposed hybrid tool is able to both take the advantages of a
commercial code and, at the same time, to reduce the whole problem
into a sequence of small problems simpler to study and faster to solve.

The model is applied to a simple geometry in order to assess
its accuracy and efficiency and to permit its validation also with
measurements, both in the case of a metallic scattering object and
for a penetrable body. The model is however quite general and may
also be used with more complex geometries.
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2. MODEL DESCRIPTION

The geometry of the problem is shown in Fig. 1. The target has mainly
a 2-dimensional extension and exhibits a simple geometry in order to
develop a first stage model and to verify its results with measurements
in a repeatable scenario.

In a typical real situation the target is considered in the far field
zone of the radiating antenna. When the incident field impinges on
the target it creates a density current distribution that irradiates
the scattered field detected by the antenna. The assumption of
negligible influence of the scattered field on the antenna characteristics
is adopted.

If the target surface facing the antenna is subdivided in N sub-
areas (see Fig. 2) whose dimensions are chosen in order to consider

Figure 1. Simple block diagram of the system.
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Figure 2. Discretized target.
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the induced current distribution uniform on each sub-area, the current
elements can be related to the incident field through an admittance
matrix: [

Jx

Jz

]

2Nx1

=
[
Yxx Yxz

Yzx Yzz

]

2Nx2N

·
[
Einc x

Einc z

]

2Nx1

(1)

where [Einc s] (s = x, z) is the vector of the s-directed incident field
on each sub-area of the target surface, [Js] the vector of the s-directed
current density induced on each cell, and Y a matrix that depends on
the geometry and material of the target, and on the frequency. The
field component normal to the body surface is neglected because the
incident field whose components are essentially tangent to the body,
induces currents in the same directions. However this assumption is
not a limitation for the type of exposure that can be handle by the
method, in fact it also holds generally for lossy penetrable objects
when the penetration depth is small enough so as only the currents
flowing on a superficial layer generate the scattered field, as in the case
of our example.

The assumption of uniform current in the cells allows to calculate
analytically the reflected field after summing the contributions from
each sub-area. From the vector potential, using the classical
approach [16], the far field due to the uniform current flowing on p-th
rectangular sub-area can be calculated:

~Es
p

(
r, θ′, φ′

)
=−jω ~Ap =−jkη∆x∆z

e−jkr

4πr

[(
~Jp · x̂ cos θ cos φ− ~Jp · ẑ sin θ

)
θ̂

−
(

~Jp · x̂ sin φ
)

φ̂
] sin(X ′)

X ′
sin(Z′)

Z′
(2)

where Jp is the current in the p-th cell, whose amplitude and phase
depends on the incident field according to Equation (1), X ′ =
k∆x

2 sin(θ′) cos(φ′); Z ′ = k∆z
2 cos(θ′), k is the wave number.

Equation (1) can be also seen as the typical representation of
the solution of a scattering problem obtained for example with the
Method of Moments after the inversion of an impedance matrix, set-
up through the use of proper boundary conditions or constitutive
relationships. In our case, we propose a method to evaluate directly the
admittance matrix [Y ] without the necessity of the matrix inversion,
using in particular the capabilities of a commercial code (CST
Microwave Studio, in the present case), able to handle inhomogeneous
and complex structures. The basic idea is inferred by the classic
representation of circuits relationships with the admittance matrix.

By definition

Y m,n
xs,xt =

Jn,xs

Einc m,xt

∣∣∣∣
Einc i=0

for i = 1, . . . , N ; i 6= m (3)
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where xs = (x, z), and xt = (x, z).
The matrix element calculation according to Equation (3) requires

that the incident field, polarized in the specified direction xt,
illuminates the m-th sub-area only, whereas the remaining part of
the target is not radiated. This is similar to consider the target as
a multiport circuit, each port corresponding to a sub-area. To recover
the (m, n) matrix element we have to feed the m-th port, to switch off
all the other ports and calculate the n-th current.

The desired radiation conditions are achieved using an antenna
with a pencil beam radiation pattern in order to radiate only one
sub-area of the target. The other cells are not directly illuminated
with this incident field (see Fig. 3). It is worth highlighting that the
required radiation conditions can be easily achieved using an internal
option of the code CST that does not require the implementation of
the geometry of the antenna. The simulation of this scenario gives
us the induced current density on the whole surface of the target:
in particular, the field and the current values in each central point of
each sub-area are sampled from the CST results to evaluate the matrix
elements in Equation (3). Since for each run of the computer, which
corresponds to a specific radiation condition, we are able to calculate
all the elements of a column of the admittance matrix, the program
must be iterated N times for each polarization. It is important to
outline that generally the commercial code provides the total electric
field into a penetrable target or the total tangential magnetic field
for highly conducting materials, and therefore further assumptions are
necessary to obtain the currents.

The procedure to calculate the current induced on the surface

Figure 3. Incident electric field over the q-th subsurface of the human
thorax model. A pencil beam antenna was used for the matrix Y
evaluation.
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of the plane depends on the value of the dielectric parameters of the
plate. When the plate is made with a high conductive element, the
current is simply equal to the tangential component of the magnetic
field on the surface. When the plate is made with a lossy dielectric, the
current is obtained from the tangential electric field component using
the following relation:

~Jp = [σ + jω (ε− ε0)]
(

δ

1 + j

)
~Ep (4)

where σ is the conductivity of the material, ε its permittivity, and δ
the penetration depth of the electromagnetic field.

The far field pattern of the ideal antenna, used to radiate
selectively each sub-area, is shown in Fig. 4 for the Phi = 90◦ and
Theta = 90◦ plane. It is symmetric on both E-plane and H-plane and
positioned 1 m far from the subsurface aiming to its center.

This ideal radiation pattern is imported analytically in the CST
project, and it is used to radiate the target.

The choice of the subsurface dimensions is a tradeoff between the
accuracy of the model results, the possibility to model the respiratory
activity and the computational time.

Once the Y matrix is known it is possible to calculate the current
density on the target and the reflected field from the knowledge of the
characteristics of whatever antenna radiating the incident field, using
Equations (1) and (2).

In the particular case of the breath monitoring the useful

Figure 4. Ideal antenna far field pattern used for the matrix Y
evaluation.
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parameter that has to be derived is the scattering parameter S11 at the
input of the antenna, because from the time history of its amplitude or
phase it is possible to obtain the breathing frequency. This parameter
depends on the type of antenna used in the system. In the case of an
aperture antenna, as the one used in our results, from the scattered
field the s11 parameter at the input of the antenna is calculated as:

S11 = Γa + Γscleff

√√√√2η
(
1− |Γa|2

)

Z0ab

Z0

Za + Z0
(5)

where Γa is the reflection coefficient of the antenna in free space, Γsc

the ratio between the radiated field and the reflected field, and leff
the effective length of the antenna. Z0 and Za are respectively the
impedance of the cable feeding the antenna and the input impedance
of the antenna, and a and b are the dimension of the aperture. The
detailed procedure to achieve Equation (5) is reported in appendix.

3. EXPERIMENTAL VALIDATION

In Fig. 1(a) vector network analyzer (VNA) generates the continuous
signal at the chosen frequency. It performs a continuous low power
measurement of the reflection coefficient and its phase variation is
used to recover the respiration activity. A rectangular metallic panel
with dimensions of 0.4 m by 0.4m and a dielectric box made with
plexiglass (2 mm thick) filled with a lossy dielectric are chosen for the
model validation tests. The inner dimension of the dielectric box are
40 cm× 40 cm× 2.5 cm.

The antenna used for transmitting and receiving the electromag-
netic energy is a broadband, double ridged horn antenna, having a
measured gain of 8.6 dBi at 2 GHz and 8.9 dBi at 3GHz. In the nu-
merical model, an equivalent aperture over a ground plane, having the
same half power beam width (HPBW) as the double ridge antenna, is
used in order to model the far field of the antenna, analytically cal-
culated. Its main beam is aligned to the center of the target, which
was placed at a distance varying in the range from 0.5 m to 2.5m. In
order to mimic the thorax movement during breathing activity, the
target is displaced periodically around its initial position, in this way
the phase and the amplitude of the s11 parameter are modulated, and
their values are used to validate the method, comparing theoretical
and experimental data. The measurements were carried out inside an
anechoic environment in order to reduce the unwanted reflection from
reflecting objects inside the laboratory.
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The discretization adopted for the target was chosen studying the
convergence of the method.

In Fig. 5 is reported the maximum theoretical phase variations of
the reflected signal due to a 1 cm displacement of the metallic plate
placed at different distances from the antenna. The plate is discretized
with N ×N elements with N that varies from 4 to 10.

From Fig. 5 it can be noted that the method converges with few
discretization elements.

In the proposed method the accuracy is achieved using two
different discretization steps. The first is used when implementing the
CST procedure and it is based on the standard numerical approach,
typically λ/20. The second, shown in Fig. 5, determines the dimension
of the Y matrix, and it depends on the uniformity of the current on
the target surface.
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Figure 5. Convergence test: the discretization of the plate was varied
from 4 to 10 elements per each side of the plate.

3.1. Metallic Plate

A first scenario considers the metallic panel positioned perpendicularly
to the antenna main beam direction. The phase variation of the S11

parameter due to the plate displacement was measured and calculated
at different distance from the antenna. In Fig. 6 an example of the
phase modulation when the target displaces around its central position
is reported. In this example the target is placed at 2.05 m from the
antenna, and the frequency of the signal is 3 GHz. We can observe
that the model is able to simulate with a satisfactory agreement the
measured data.

The maximum phase variation (the peak to peak value in Fig. 6)
during the periodically movement, for each distance is recorded and
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Figure 6. Example of model output results, compared to
measurements, at f = 3 GHz and d = 2.05m.

the results are shown in Fig. 7. The distances varied from 50 cm
to 250 cm and measurements were done every 50 cm. Also in this
case the comparison between simulations and measurements is quite
satisfactory; the lower accuracy in the short distance range is due
to the far field assumption of the model that fails in this operating
context. A displacement of about 10 cm is obviously too long to be
representative of a breathing activity, which normally consists in a
variation of the chest position of about 1 or 2 cm. However, the results
highlight two main aspects: the first is the capability of the method
to sense effectively also displacements of one or two centimeters, as
shown in Fig. 6; the second aspect is the sensitivity that depends on
the sample position, i.e., it is low in correspondence of a maximum or
a minimum of the oscillation, whereas it is high between them. This
result suggests that the use of a single frequency should be avoided, in
order to eliminate critical situations.

A second scenario considers the metallic panel slightly rotated
around its initial position by 10 degrees and 20 degrees. The same
positions along the y-axis are considered, as in the previous scenario.
The admittance matrix used in this second scenario is exactly the same
used for the first one. The maximal phase variations in these cases are
shown respectively in Fig. 8 and Fig. 9 for the operating frequency of
2GHz (a) and 3GHz (b).

The good level of agreement between the measurement results and
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(a)

(b)

Figure 7. Maximum phase variation for different target distances:
Models and measurement results for the operating frequency of
(a) 2 GHz and (b) 3 GHz.

(a)

(b)

Figure 8. Model and measurement results for the operating frequency
of (a) 2GHz and (b) 3 GHz. The metallic plane was rotated to 10◦.

the electromagnetic model results shows that the admittance matrix
calculated with our method provides a general approach that depends
only on the geometry of the target and not on its position, and
moreover can be used also for impinging fields different from those
used to determine the matrix terms.
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(a)

(b)

Figure 9. Model and measurement results for the operating frequency
of (a) 2GHz and (b) 3 GHz. The metallic plane was rotated to 20◦.

(a)

(b)

Figure 10. Model and measurement results for the operating
frequency of (a) 2 GHz and (b) 3 GHz. As a scatterer a dielectric
rectangular box of 40 cm× 40 cm× 2.5 cm was used.

3.2. Dielectric Box

The dielectric box is filled with salty water having conductibility
σ = 3.1 S/m and relative permittivity εr = 74. The penetration depth
is 1.498 cm at 2 GHz and 1.484 cm at 3GHz, the operating frequencies
considered in the test. The values of the penetration depth allow to
consider satisfactory the assumption of a 2-D geometry of the body.
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Figure 11. Maximum phase variation for the reflected signal from a
dielectric object with different conductivity values.

As for the metallic plate the target was placed at different distances
from the antenna, and at each position it was periodically displaced by
mimicking the respiration act. The maximum phase variation of the
S11 parameter, for each distance considered, is shown in Fig. 10.

From the figure it can be noted that the application of the model to
the dielectric object provides less accurate results in comparison with
results achieved for the metallic surface. These discrepancies suggested
us to investigate the effects of the uncertainty of dielectric parameters
on result accuracy. Fig. 11 reports the maximum phase variation when
a dielectric target is considered. The operating distance is 1 m and the
material conductivity ranges from 3 up to 50 S/m, whereas the relative
permittivity is 74.

It is interesting to note that the human muscle has a conductivity
of 3 S/m at 3 GHz, therefore the system sensitivity is the highest for
chosen parameter.

We can observe that in the range of low conductivity values, result
strongly depends on the material characteristics and therefore this can
explain the differences between theoretical and experimental results
shown in Fig. 10, where the conductivity was estimated with empirical
formulas and not directly measured.

4. CONCLUSIONS

A simple model for the characterization of electromagnetic scattering
is presented. Even if results concern a specific application, i.e.,
monitoring of the breathing activity of an exposed subject, the method
is general and applicable to other types of scattering problems. The
basic idea is to obtain the admittance matrix of the target using a
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numerical tool. The main advantage of this model is that it permits
parametric analysis of the problem as an analytical model, without
the necessity of repeating each time the calculation of the admittance
matrix because it is an intrinsic characteristic of the target. The
comparison between the simulations and measurements shows good
agreement. Work is in progress to extend the model to more complex
and realistic geometries.

APPENDIX A.

The calculation of the S11 parameter considers both the reflection due
to the antenna itself and the reflection due to the target placed in front
of the antenna.

When the antenna is placed in an open space the reflected voltage
at the input terminals of the antenna depends only on the antenna
itself, and, for a matched generator, is:

V − =
Vg

2
ejβL Zi − Z0

Zi + Z0
(A1)

where Vg is the open circuit voltage of the generator, Zi =
Z0

ejβL+Γante−jβL

ejβL−Γante−jβL is the input impedance of the antenna seen at the
generator port, Z0 is the characteristic impedance of the line, and
L is the length of the feeding line. For the voltage received by the
antenna and due to the field reflected by a target placed in front of
it, the equivalent circuit of the receiving antenna shown in Fig. A1 is
considered.

The voltage Vrx , that represents the Thevenin (open circuit)
generator of the circuit, is the voltage received by the antenna. Zant

is the input impedance of the antenna, and Z0 is the generator
impedance. By definition

Vrx = ~Esc ·~leff = Esc
z leff = ΓscE

tr
0 leff (A2)

Z0Z0

Z ant

Vrx

z 

z = 0 z =−L

Figure A1. Equivalent circuit of the antenna in receiving mode.
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where leff is the vector effective length of the antenna [16], Γsc =
Esc

z

Etr
0

=
∑N

n=1 Enz

Etr
0

, Etr
0 and Esc

z are, respectively, the electric field
radiated by the antenna and the electric field scattered by the target,
calculated at the antenna. Equation (A2) is particularized for the
antenna considered in our example that is linearly polarized along z.
Considering the classical transmission line theory, the voltage injected
along the line in backward direction by the Vrx generator is,

V − = Vrx
Z0

Zant + Z0
= ΓscE

tr
0 leff

Z0

Zant + Z0
(A3)

The total voltage wave travelling in the negative z-direction is given
by Equations (A3) and (A1).

From the definition of S11 parameter we obtain:

S11 =
V −

TOT

V +
=

Vg

2 ejβL Zi−Z0
Zi+Z0

+ ΓscE
tr
0 leff

Z0
Zant+Z0

Vg

2 e−jβL
(A4)

In our case the antenna is an equivalent aperture (a×b) with a uniform
field distribution, and so Etr

0 can be calculated as a function of Vg from
the radiated power:

Wrad =
V 2

g

8Z0

(
1−|Γant|2

)
=

1
2η

∫

Aperture

∣∣Etr
ap (x, y)

∣∣2dxdy=
1
2η

∣∣Etr
0

∣∣2ab (A5)

Replacing Equation (A5) in Equation (A4), Equation (5) is obtained.
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