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Abstract—Specific emitter identification (SEI) is the technique which
identifies the individual emitter based on the RF fingerprint of signal.
Most existing SEI techniques based on the transient RF fingerprint are
sensitive to noise and need different variables for transient detection
and RF fingerprint extraction. This paper proposes a novel SEI
technique for the common digital modulation signals, which is robust
to Gaussian noise and can avoid the problem that different variables
are needed for transient detection and RF fingerprint extraction. This
makes the technique more practical. The technique works based on
the signal’s energy trajectory acquired by the fourth order cumulants.
A relative smoothness measure detector is used to detect the starting
point and endpoint of the transient signal. The polynomial fitting
coefficients of the energy trajectory and transient duration form the RF
fingerprint. The principal component analysis (PCA) technique is used
to reduce the feature vector’s dimension, and a support vector machine
(SVM) classifier is used for classification. The signals captured from
eight mobile phones are used to test the performance of the technique,
and the experimental results demonstrate that it has good performance
even at low SNR levels.

1. INTRODUCTION

The SEI technique is very significant for the wireless spectrum
management, security of Wi-Fi network and cognitive radio network,
because the forgery of the RF fingerprint of a specific emitter is difficult
as it is comparable to human fingerprint [1]. When an emitter is
turned on, the signal goes through a transient state, the transient state
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is caused by a combination of effects and has unique and available
features for SEI. SEI based on the transient signal requires two key
stages: detection of the transients and extraction of the RF fingerprint.

The problem of detection of the transients has been studied as a
change point detection problem. In [2], a method based on the variance
fractal dimension is reported. This approach is based on the fact that
the fractal dimension of the channel noise and the turn-on transient
differ from each other. The change in the fractal dimension is then
detected by comparing the difference with a threshold. However, the
selection of a threshold value is difficult because the noise is variable.
In [3], a Bayesian step change detector based on fractal trajectory is
reported which does not require a threshold. The method is suited for
the VHF radios where there is a step change in the power level at the
starting point of transients. However, the output power level of some
transients change slowly, e.g., Wi-Fi. For the problem, a Bayesian
ramp change detector is reported in [4]. Both approaches in [3, 4]
are based on the fact that amplitude features of the channel noise and
transient are different, so they are sensitive to noise. Another approach
is proposed in [5], based on the fact that the slope of the signal phase
becomes and remains linear from the starting point. This method
is insensitive to noise and interference, and the detection of starting
point of transient signal has an error of about 150 points. In [6, 7],
the method of independent component analysis (ICA) is proposed to
extract the desired signal from the noise, and it is effective but requires
high computation resources.

In some previous researches, the endpoint of transient signal has
not been detected. In [8, 9], the end of the transient has been identified
in an experimental manner. But in order to estimate the transient
duration which can be used as a part of RF fingerprint [10, 11],
detection of endpoint is necessary. In [11], the cusum algorithm based
on discrete variance has been used to detect the starting point and
endpoint. However, an absolute threshold value difficult to confirm is
needed.

The RF fingerprint of transient signal has been mainly extracted
from the amplitude, frequency, phase and the energy envelope in
previous researches. Hall et al. have utilized frequency and amplitude
information to create the RF fingerprint for identifying WLAN and
Bluetooth transmitters [8, 9]. Afolabi et al. have used a simulation
model and formed the RF fingerprints by extracting six features from
the preprocessed transient signal using amplitude, phase and frequency
profile [12]. VHF radios have been identified by Ellis and Serinken with
RF fingerprints created from amplitude and phase information [13].
Xu et al. have used empirical mode decompositions to acquire the
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amplitude and time-frequency distribution as RF fingerprint [14]. Ur
Rehman et al. have formed the RF fingerprint by extracting six features
from the energy envelope [10]. Zhao et al. have used the polynomial
fitting coefficients of the energy envelope as the RF fingerprint [15].
Based on wavelet theory, transient signal is decomposed and the
coefficients of wavelet have been formed as the RF fingerprint [9, 16].

Mostly, the previous researches are carried out in a laboratory
environment. The SNR of signal is usually high, but in a practical
application environment, the SNR of the captured signals would
be lower, so the susceptibility of the technique to noise should be
considered. In many previous researches, the detection of transient and
extraction of fingerprint need to calculate different variables, which is
not conducive to the practical application.

In this paper, a novel and more practical technique of SEI is
proposed. The technique includes a complete classification system:
signal acquisition, transient detection, RF fingerprint extraction and
classifier. The performance of the technique is tested by the signals
from eight mobile phones.

The rest of the paper is organized as follows. In Section 2, the
signal acquisition system of mobile phones is illustrated. In Section 3,
how the energy trajectory is acquired is explained. In Sections 4
and 5, the extraction process of transient signal and RF fingerprint
are explained. Experimental results and conclusion are discussed in
Sections 6 and 7, respectively.

2. SIGNAL ACQUISITION

A signal acquisition system, shown in Fig. 1, is designed to collect
signals from mobile phones. A digital receiver (20 MHz ∼ 4000MHz)
connected to a Yagi antenna converts the radio frequency signals
to intermediate frequency (IF) 70 MHz and a Leroy 8500 A digital
oscilloscope is used to collect the IF signal. The signals are sampled
at a rate of 500 Msps, and the bandwidth of the receiver is 20 MHz.
Then the captured signals are transferred to a computer via local area
network (LAN) and stored in digital format for further processing. The
transient signals are collected from four Nokia 5230, two Motorola
Me525 and two Xiaomi mobile phones. The mobile phones work in
Global System for Mobile communication (GSM) networks. The radio
frequency is 890–909 MHz. The modulation type is minimum shift
keying (MSK), and the multiple access is time division multiple address
(TDMA). Matlab2009b is used to analyze the transient signals.
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Figure 1. Signal acquisition system.

3. EXTRACTION OF ENERGY TRAJECTORY

3.1. The Basic Knowledge of Higher Order Cumulants

Higher order cumulants (HOC) can describe the higher order statistical
characteristic of random process. There is an important feature that
the higher order cumulants (greater than second order) of Gaussian
noise are permanent zero. So HOC can suppress Gaussian noise. The
third order cumulants are permanent zero when the probability density
function of signal is symmetrical, so the fourth order cumulants are
proposed to detect the transient signal and extract the RF fingerprint
in this paper. For a zero-mean complex stochastic process X(t), its
p-order hybrid moment can be expressed as follows [17]:

Mpq = E
[
X (t)p−q X∗ (t)q] , (1)

where * denotes the conjugate function, and the fourth order cumulants
of X(t) are calculated as follows [17]:

C40 = Cum (X, X, X,X) = M40 − 3 (M20)
2 , (2)

C41 = Cum (X, X, X,X∗) = M41 − 3M20M21, (3)

C42 = Cum (X, X, X∗, X∗) = M42 − |M20|2 − 2 (M21)
2 (4)

Suppose that the signal serial is independent identically
distributed, and that E is the signal energy, the fourth order cumulants’
theoretical values of the common digital modulation signals are shown
in Table 1 [17–19].
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Table 1. Theoretical values of the common digital modulation signals’
fourth order cumulants.

Modulation
type

|C40| |C41| |C42|
2ASK 2E2 2E2 2E2

4ASK 1.36E2 1.36E2 1.36E2

BPSK 2E2 2E2 E2

QPSK E2 0 E2

OQPSK E2 0 E2

π/4−QPSK 0 0 E2

(M)PSK(M > 4) 0 0 E2

2/4/8FSK 0 0 E2

MSK 0 0 E2

GMSK 0 0 E2

(M)QAM
kE 2 (k

depends on M)
0

kE 2 (k
depends on M)

3.2. Signal Model

Typical transmission data, such as those shown in Fig. 2, contain
Gaussian channel noise followed by the transient signal and the stable
signal. So the transmission data can be modeled as follows:

di =

{
n (i) if 1 ≤ i < m
st (i) + n (i) if m ≤ i ≤ k
ss (i) + n (i) if k + 1 ≤ i ≤ N

, (5)

where di is the data sample at time instant i, N the number of samples,
m the starting point of the transient signal, k the endpoint, n(i) the
Gaussian channel noise, st(i) the transient signal, and ss(i) the stable
signal.

As can be seen from Table 1, the absolute value of C42 is
kE 2 for the common digital modulation signals, and k depends on
the modulation type. So in this paper, the square root of C42 is
used to acquire the energy trajectory which can express the energy
distribution of signal. To acquire the energy trajectory of signal, a
sliding rectangular window is used to calculate the local C42. The
length of the window is Lwnd, and the sliding length is Lslide. When
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Figure 2. Typical transmission
data from a Nokia 5230 mobile
phone.
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Figure 3. The energy trajectory
of the signal shown in Fig. 2.

there are signal and noise in the window, the value of C42 only depends
on the signal because the nature of HOC expressed as follows:

Cum [r (t)] = Cum [s (t)] + Cum [n (t)] = Cum [s (t)] , (6)

where r(t) = s(t) + n(t), s(t) is signal, n(t) the Gaussian noise, and
s(t) and n(t) are independently distributed.

The energy trajectory can be modeled as follows:

Hoc (i) =

{
Hocn (i) if 1 ≤ i < m
Hoct (i) if m ≤ i ≤ k
Hocs (i) if k + 1 ≤ i ≤ N

, (7)

where i denotes the i-th slide, Hoc(i) the corresponding
√
|C42|, N

the total of slide, m the first time that there is the transient signal in
the sliding window, k the last time that there is the transient signal
in the sliding window, Hocn the

√
|C42| of noise, Hoct the

√
|C42| of

transient signal, and Hocs the
√
|C42| of stable signal. The normalized

energy trajectory of the signal shown in Fig. 2 is shown in Fig. 3. The
length of the window Lwnd is 256, and the sliding length Lslide is 10.
In order to represent the subtle feature of energy distribution, Lwnd

and Lslide cannot be too large, however Lwnd cannot be too small to
suppress the Gaussian noise effectively. In this paper, we find that
Lwnd is 200 ∼ 300 and Lslide is 10 ∼ 30 seem to be suitable.

4. TRANSIENT SIGNAL EXTRACTION

Before extracting the transient features, we need to find the exact time
when the transient starts and ends. It is significant because inaccurate
detection adversely affects the performance of feature extraction.
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4.1. Transient Starting Point Detection

As can be seen from formula (7) and Fig. 3, the energy trajectory
has obvious characteristics. When there is only noise in the sliding
window, theoretically, the value of Hocn should be zero, and through
experimental verification, it is usually approximate but not zero
because the length of the sliding window is not enough. When there is
the transient signal in the sliding window, the energy trajectory begins
to rise, and when there is only stable signal, the Hocs value is stable.
Theoretically, Hocs = kEs, and Es is the energy of the stable signal.

In this paper, we use a relative smoothness measure (RSM)
detector which has an obvious characteristic at the starting point
and endpoint to detect the transients. The other sliding rectangular
window is used to calculate the output of the RSM-detector as follows:

T (i) =
i+LT−1∑

j=i

Hoc (j)2
/


i+LT−1∑

j=i

Hoc (j)




2

1 ≤ i ≤ N − LT , (8)

where i denotes i-th slide, LT the length of the sliding window, N the
length of the energy trajectory, and T (i) the output of the detector.
The window slides one point each time. It is obvious that 0 < T (i) ≤ 1.

As can be seen from formula (7) and Fig. 3, a hypothesis is
reasonable that there is a point ps > m (m is the first point of Hoct),
when 1 6 i 6 ps, l > ps, Hoc(l) À Hoc (i). Because the Hocn before
m is approximate zero and the energy of transient signal in the i-th
(m 6 i 6 ps) sliding window is little. When n = ps +2−LT , the RSM-
detector output value can be approximately calculated as follows:

T (n) =

ps+1∑
j=ps+2−LT

Hoc (j)2

(
ps+1∑

j=ps+2−LT

Hoc (j)

)2

=

(
ps∑

j=ps+2−LT

Hoc (j)2+Hoc (ps+1)2
)

(
ps∑

j=ps+2−LT

Hoc (j)+Hoc (ps+1)

)2 ≈Hoc (ps + 1)2

Hoc (ps + 1)2
=1 (9)

It can be deduced from formula (9) that the RSM-detector will
output a maximum near the starting point of the transient signal.
Mostly, the transient signal should start before the maximum. In order
to find the more exact starting point, a Bayesian change detector in [3]
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is used to detect the change point before the maximum. The detector
is given as follows:

p ({m}|T )α
1√

m (N −m)

×



N∑

i=1

T (i)2− 1
m

(
m∑

i

T (i)

)2

− 1
N−m

(
N∑

i=m+1

T (i)

)2


−(N−2

2 )

, (10)

where N is the corresponding point of the maximum, 1 6 m < N ,
and T (i) is the i-th RSM-detector output. The energy trajectory of
the transient signal shown in Fig. 3 with corresponding RSM-detector
output curve (LT = 50) is shown in Fig. 4. The Bayesian method
is used to test each point before N as a potential change point using
the expression p({m}|T ). The corresponding probability density is also
shown in Fig. 4.
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Figure 4. Energy trajectory, RSM-detector curve and change point
detection result.

As can be seen from Fig. 4, when the transient signal starts,
there is a maximum in the RSM-detector output curve, and the
probability density has a peak which is the change point Pc. We
can deduce that the transient signal starts at the endpoint of Pc-th
sliding window which is used to calculate the RSM-detector output
curve. The endpoint of Pc-th sliding window is Pc + LT in the energy
trajectory, which means that the sliding window which is used to get
the energy trajectory slides Pc + LT times. It is reasonable to deduce
that the starting point of transient signal is the middle point between
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the endpoint of Pc+LT−1-th and Pc+LT -th slide. The endpoint of the
Pc +LT −1-th slide in the samples is (Pc + LT − 2)×Lslide +Lwnd and
the Pc + LT -th slide is (Pc + LT − 1)× Lslide + Lwnd. So the starting
point in the samples can be calculated as follows:

Pstart = (Pc + LT − 1.5)× Lslide + Lwnd, (11)

The detected result is 2001 in Fig. 4 and the actual observed value is
2015, so the detection error is 14 samples.

4.2. Transient Endpoint Detection

When the signal is stable, theoretically, Hocs = kEs. The RSM-
detector output value can be calculated as follows:

T (n) =
n+LT−1∑

j=n

Hoc (j)2
/


n+LT−1∑

j=n

Hoc (j)




2

= LT × (kEs)
2
/

(LT × kEs)
2 = 1/LT , (12)

As can be seen from formula (12), the RSM-detector output value of
stable signal only depends on LT . The stable part of energy trajectory
and corresponding RSM-detector curve are shown in Fig. 5. LT = 50,
and the theoretical value of T (n) is 0.02.

Through experimental verification, the RSM-detector output
values of stable signal are usually approximate but smaller than 1/LT .
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Figure 5. The stable part of energy trajectory and the corresponding
RSM-detector output curve.
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So the endpoint of transients PE can be defined as the point that after it
nearly all values are smaller than 1/LT , which means that all values in
the energy trajectory after PE-th slide are stable. In the PE-th sliding
window, there may be both transient signal and stable signal, so we
suppose that the endpoint is the middle point between the starting
point and endpoint of PE-th slide. The starting point of PE-th slide is
(PE − 1)×Lslide + 1, and the endpoint is (PE − 1)×Lslide + Lwnd, so
the corresponding endpoint in the samples can be calculated as follows:

PEnd = (PE − 1)× Lslide + 0.5× Lwnd, (13)

The detected result is 4538 in Fig. 4. The actual observed value is
4598, and the detection error is 60 samples.

The duration of transient signal Td can be calculated as follows:

Td = (PEnd − Pstart)/Fs, (14)

where Fs is the sampling rate and PEnd−Pstart the number of samples
between the starting point and endpoint of the transient signal.

5. RF FINGERPRINT EXTRACTION AND
CLASSIFICATION

5.1. Fingerprint Extraction

As can be seen from Fig. 2 and Fig. 3, the energy trajectory can
effectively reflect the characteristics of the transient signal’s energy
distribution. Eight normalized energy trajectories of the transient
signals from different mobile phones are shown in Fig. 6. From the
starting point, there are 5,000 samples for each signal and Lwnd = 256,
Lslide = 20.

As can be seen from Fig. 6, the features of the energy trajectories
can be used to form the effective RF fingerprint. The method of least-
squares polynomial fitting is used to extract the features from the
energy trajectory, and the equation of least-squares polynomial fitting
can be expressed as follows:

y (x) = a0 + a1x + a2x
2 + . . . + anxn, (15)

where a0, a1, a2, . . . , an are the coefficients to be determined, and n is
the order of the polynomial function. The fitting function must satisfy
the minimum mean-square error (MSE), which can be expressed as
follows:

MSE =
N∑

i=1

[y (xi)−Hoc (i)]2 (16)
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The least-squares algorithm based on QR decomposition (LSQR)
presented in [20], which has a more stable behavior and can get a more
accurate solution, is used to solve the least-squares problem and get
the coefficients.

The order n is important for the performance of the curve fit.
In order to find a suitable order n, a set of 160 transient signals are
chosen from 8 emitters to test, 20 transient signals from each one. In
the experiment, the order n is 6 ∼ 50, and the mean MSE values of
curve fit in each n are plotted in Fig. 7.

As can be seen from Fig. 7, when the order is 10 ∼ 40, the MSE
is smaller, and that means the performance is better. When the order
is higher than 40, the MSE increases because of the waviness and end-
effects [21]. The lower the order is, the less the computation is, so
the order n = 10 in this paper. However, the order depends on the
actual situation. When the shape of the energy trajectory is complex
or unknown, we suggest the higher order n may be suitable.

When n = 10, the 11 polynomial coefficients a0, a1, a2, . . . , a10

are acquired as the feature of energy trajectory. As can be seen
from Fig. 6, the duration of transient signal Td acquired in Section 4
is also an effective feature, so the RF fingerprint feature vector
is [Td, a0, a1, a2, . . . , a10].

5.2. Reduction of the Feature Vector’s Dimension

To reduce the dimension of the feature vector, principal component
analysis (PCA) is used in this paper. PCA is a well-known statistical
method that has been used in various disciplines for data compression,
redundancy and dimension reduction and feature extraction. It can
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transform a set of correlated variables into a set of uncorrelated
variables, which are ordered by decreasing variability and have a low-
dimensional feature vector with low complexity. The low-dimensional
feature vector can make the classifier work more effective. The effect
of PCA for SEI has been verified [22], and the detailed information
about PCA can be found in [22].

5.3. Classification

Support Vector Machine (SVM) is a machine intelligence algorithm
based on statistical learning theory, which is popular for pattern
recognition. Its core idea is using a pre-selected non-linear mapping to
map an linear inseparable space to a linear separable high-dimensional
space. In this space, a separating hyperplane with the largest margin
can be found using the structural risk minimization principle, and
the method of finding the separating hyperplane can maximize the
generalization ability of learning machine. The separating hyperplane
can maximize the space between different classes [23]. When the data
are separable, the classification function is defined as follows:

f (x) = sign (w · φ (x) + b) , (17)

where φ (x) is kernel function, and w and b determine the hyperplane
of the space. When the data are inseparable, the classification function
is defined as:

f (x) = sign

[(
L∑

i=1

αiyiK (xi, xj)

)
+ b

]
, (18)

where K (xi, xj) is kernel function, αi is i-th mode embedded
dimension, yi is i-th label. Detailed information about SVM can be
found in [23–25].

6. EXPERIMENTAL RESULTS

In order to evaluate the performance of this technique, a set of 1200
signals is created by capturing 150 signals from each one of the eight
mobile phones. For each emitter, 50 of 150 transients are chosen
randomly to create a training set. The remaining 100 transients
are used as a test set. Each captured signal includes channel noise,
transient and stable signal, and the length is 10000 samples. Firstly,
the starting point and endpoint are estimated utilizing the method
in Section 4, then the transient energy trajectory is extracted and
the feature vector is acquired by polynomial fitting. The method of
PCA is used to reduce the dimension of the feature space. A SVM
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classifier is created using the feature vectors of the training set, and
its performance is evaluated by the feature vectors of the test set.

The signals are captured in a laboratory environment, so the SNRs
of the captured signals are high. The detection accuracy of starting
point and endpoint is tested using 800 high SNR transient signals. The
detection error mean, which is the mean of the difference between the
visually observed value and the estimated value, is 16 samples for the
starting point and 50 samples for the endpoint. When the high SNR
training and test signals arere applied to the classifier, the identification
rate is 99.5%.

In a practical application environment, the SNRs of the captured
signals will be lower. To test the performance at lower SNR levels,
the signals with SNR values of 10–20 dB are synthesized using the
“awgn” function of Matlab2009b, which can add Gaussian white noise
to signals. The detection errors in different SNRs are shown in Fig. 8.
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In [26], Tekbas et al. have discussed the method that can improve
the identification performance at low SNR levels. Firstly, a limited
number of classifiers are trained by the training sets with different
SNRs. Then each noisy test transient is classified using the classifier
having the nearest SNR value. The performance improvement is
verified with experimental data. So in this paper, we use this method
to test the performance at lower SNR levels. For the test signals with
SNR values of 10–20 dB, three SVM classifiers are trained by three
sets of 10, 15, 20 dB, respectively. The test signals are classified by the
classifier with nearest SNR value. The classification result for different
SNR is shown in Fig. 9.

As can be seen from Fig. 8, the detection error means of the
starting point and endpoint are less than 100 samples at 500Msps when
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SNR > 10 dB. But the detection error mean increases fast when SNR
reduces for the starting point detection and slowly for the endpoint
detection because the energy at the starting point is so small that it
can be affected by noise more easily. As can be seen from Fig. 9, the
identification rate is more than 90% when SNR > 12 dB.

7. CONCLUSION

In this paper, a more practical SEI technique for the common digital
modulation signals shown in Table 1 is proposed. The technique
detects the transients and extracts the RF fingerprint based on the
energy trajectory of signal, and then a SVM classifier is used to identify
eight mobile phones.

In this technique, a RSM-detector is used to detect both starting
point and endpoint of transient signal, which does not need an absolute
threshold and has good performance. The energy trajectory of signal
is used to detect the transients and extract the RF fingerprint. The
problem that different variables are needed for transient detection and
RF fingerprint extraction is avoided. The energy trajectory is acquired
by fourth order cumulants which can suppress Gaussian noise, so the
technique is robust to Gaussian noise. In order to test the performance
at low SNR levels, the signals with SNR values of 10–20 dB are used
to test. The experimental results demonstrate that the technique has
good performance at low SNR.
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