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Abstract—In this paper, a novel algorithm named multi-scan mixture
particle filter is proposed for joint detection and tracking for a varying
number of targets. The posterior distribution of multiple target state
in a single-target state space is a multi-mode distribution with each
mode corresponding to either a target or clutter. A general global
posterior distribution is adopted in this work, which consists of existing
components and new components. The new components are generated
at each time step to capture the new modes due to newly appeared
targets or clutter. In order to distinguish targets from clutter, multiple
scan information is incorporated. The history of each component’s
associate weights is stored in a multi-scan sliding window, which is used
to judge whether the component is from a target or clutter. Moreover,
a novel sampling method which combines the likelihood sampling and
prior sampling is proposed to draw particles from the desired parts
of the state space at each time step. From the simulation results, it
could be seen that the proposed algorithm can effectively detect the
appearance/disappearance of the targets as well as track the existing
target.

1. INTRODUCTION

Multiple target tracking (MTT) is applied widely in the areas of
autonomous surveillance, computer vision, audio signal processing
and wireless communication [1–6]. Recently, joint detection and
tracking for multiple targets has been drawn much attention. A lot
of approaches have been proposed to solve the joint detection and
tracking problem. The approaches can be categorized into single-
scan and multi-scan algorithms by the way in which they process
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measurements [7]. Single scan algorithms estimate the current states of
targets based on their previously estimated states and the current scan
of measurements, while multi-scan algorithms estimate the current
states of targets based on their previously estimated states, multiple
past scans and the current scan of measurements.

Multiple hypothesis tracking (MHT) [8] is a multi-scan tracking
algorithm, which maintains multiple hypotheses associating past
measurements with targets.

In contrast, the well-known JPDA algorithm [9] belongs to the
single-scan algorithms. At each time step, JPDA enumerates all
possible associations and computes association probabilities.

In recent years, the approaches based on joint multitarget
probability density (JMPD) [10], which captures uncertainty about the
number of targets as well as their individual states, are used widely in
the joint detection and tracking.

Since the JMPD is a high-dimensional entity that can not
be computed in closed form, particle filters (PFs) have been used
to approximate the JMPD in realistic scenarios involving tracking
multiple targets [11]. While the particle filter based JMPD approach
is theoretically sound, it demands intense computation, with a huge
number of particles required to explore different dimensional state-
spaces for target detection.

In the above methods, the dimension of the state vector is
proportional to the number of targets in the surveillance region.
They suffer from the curse of dimensionality problem since as the
number of targets increases, the size of the joint state-space increases
exponentially. Alternative ways of detecting multiple targets in clutter-
governed environments have been presented in the literature. As
an example, Bayesian [12, 13] and artificial neural networks [14, 15]
techniques have been successfully used, considering a single-scan
strategy approach. As pointed out in [16], the posterior distribution
of multiple target state is a multi-mode distribution and each mode
corresponds to either a target or clutter. A mixture particle filter
method is developed in [16], where each mode is modeled with an
individual particle filter that forms part of the mixture. The mixture
particle filter avoids the dimension problem by exploring the particle
filter’s ability to track multiple targets in a single-target state space.
However, the proposed algorithm can not handle the new target
appearance problem since it can not generate any new particle filters
during the tracking process to represent the new modes occurred
due to newly appeared targets. Moreover, the algorithm is utilized
in a clutter-free environment. This algorithm could also be used
considering clutter reduction techniques as a pre-processing stage,
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as the ones used in ground [17] and/or sea [18] clutter-governed
environments.

In this paper, a new algorithm named multi-scan mixture particle
filter is proposed for joint detection and tracking for a varying number
of targets.

Different from [16], a general global posterior distribution is
adopted in this work, which consists of existing components and new
components. The existing components could be further divided into
target components and undetermined components (including potential
targets and clutter). With the undetermined components, it is clear
to represent the uncertain modes, which could be target or clutter
in future time steps but can not be determined at the current time
step. The new components are generated at each time step to
capture the new modes due to newly appeared targets or clutter. In
order to distinguish targets from clutter, multiple scan information is
incorporated. For each component, its associate weights are stored
in a multi-scan sliding window. The history of each component’s
associate weights within the sliding window could be used to judge
whether the component is from a target or clutter. Moreover, a
novel sampling method which combines the likelihood sampling and
prior sampling is proposed to draw particles from the desired parts
of the state space at each time step. From the simulation results, it
could be seen that the proposed algorithm can effectively detect the
appearance/disappearance of the targets as well as track the existing
target.

The rest of the sections are organized as follows, firstly, the general
global posterior distribution approximated with mixture particle filters
is introduced in Section 2. The efficient method to distinguish target
from clutter based on multi-scan information is introduced in Section 3.
In Section 4, the novel sampling method which combines the likelihood
sampling and prior sampling is proposed to draw particles from the
desired parts of the state space. The joint detection and tracking
process is introduced in Section 5, and the simulation results and
analysis are listed in Section 6. The paper is summarized in Section 7.

2. THE GLOBAL POSTERIOR DISTRIBUTION
APPROXIMATED WITH MIXTURE PARTICLE
FILTERS

The global posterior distribution is modeled as an M -component non-
parametric mixture model, with each component corresponding to
either a target or clutter in [16]. Though the proposed mixture
particle filter algorithm can perform the computation operations for
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the components including merging, splitting, re-clustering, it can not
generate new components during the tracking process to capture the
new modes due to new targets appeared anywhere in the surveillance
region. In this section, a general global posterior distribution
p(xk|z1:k), which consists of the existing components propagated from
previous time step and the new components generated at the current
time step, is provided as follows:

p(xk|z1:k) =
M∑

m=1

πE
m,kp

E
m(xk|z1:k) +

N∑

n=1

πN
n,kp

N
n (xk|z1:k), (1)

where pE
m(xk|z1:k) and πE

m,k denote the filtering distribution for the
mth existing component and its associate weight, and pN

n (xk|z1:k) and
πN

n,k for the nth new component, M and N denote the total number
of existing components and new components respectively.

The posterior distribution of each component is approximated
with an individual particle filter with NP particles, e.g., for the mth
existing component,

pE
m(xk|z1:k) =

NP∑

i=1

wE,i
m,kδ

(
xk − xE,i

m,k

)
, (2)

where xE,i
m,k is the ith particle from the particle filter corresponding to

the mth existing component, and wE,i
m,k is its associate weight.

The existing components can be further divided into target
components and non-determined components, which evolve according
to the following general dynamic model,

xk = f(xk−1) + vk−1 (3)

where f(·), which models the maneuvering of the target, can be a linear
or nonlinear function. The noise vk−1 is a zero-mean random variable
with a fixed and known covariance matrix Qv.

The global posterior distribution varies from time to time due to
the removal of existing components (the non-determined components
are confirmed to be clutter and the target components are confirmed
to be vanishing targets), and addition of new components. At each
time step, a number of judgement procedures based on the following
principles are used to determine the structure of the global posterior
distribution: a) A non-determined component is confirmed to be a
target and kept; b) A non-determined component is confirmed to be
clutter and removed; c) A target component is confirmed to be a
vanishing target and removed; d) New components are generated at
each time step.



Progress In Electromagnetics Research B, Vol. 50, 2013 369

3. AN EFFICIENT METHOD TO DISTINGUISH
TARGET FROM CLUTTER

In this paper, an efficient method using multi-scan information is
proposed to distinguish targets from clutter.

For each component Pi, its target probability Ri,k, the probability
that component Pi being a true target at time step k, is calculated
based on the measurements up to time step k (the detailed calculation
procedure is in Section 3.1). A series of Pi’s target probabilities from
time step k − L + 1 to k are stored in a multi-scan sliding window
with length L, {Ri,k−L+1, Ri,k−L+2, . . . , Ri,k}. For the component
corresponding to a target, most of its target probabilities in the sliding
window are assigned with large values, provided the probability of
target detection is moderate.

The history of each component’s target probabilities within the
sliding window could be used to judge whether the component is from a
target or clutter: the component with large target probabilities at most
of the scans is a true target; otherwise, the component corresponds to
clutter. All we need to store is the history of each component’s target
probabilities within the sliding window, which reduces the memory size
efficiently. The detailed procedure is listed as following:

1. Define Tlarge as the threshold of differentiating large target
probability from small target probability.

2. Define c = 0 as a counter to store the number of large target
probabilities for each sliding window.

3. For j = 1 to L, if Ri,k−L+j > Tlarge, c = c + 1.
4. Define Ltarget as the number of large target probabilities in the

sliding window for the component corresponding to a true target.
Ltarget is proportional to the detection probability PD, and could
be calculated as (4):

Ltarget = L · PD. (4)

5. The judgement is made based on the following principle: if
c ≥ Ltarget, the component corresponds to a true target; otherwise,
it corresponds to clutter.

3.1. Computation of the Target Probability Based on
Multi-scan Information

The target probability Ri,k is calculated based on multi-scan
information. Firstly, the multiple scan joint association events [19]
are examined in a multi-scan sliding window. The association event of
component to measurement is defined as λk−L+1:k, where L denotes the
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length of the sliding window. The multiple scan joint association events
are mutually exclusive, and they form a complete set Λk−L+1:k [20].
λk−L+1:k is composed by the association vectors at each scan in the
sliding window, λk−L+1:k = (θk−L+1, θk−L+2, . . . , θk). The elements of
the association vector at time step k, θk = (ζ1,k, . . . , ζj,k, . . . , ζNk,k) are
given by,

ζi,k =





j ∈ {1 . . . Mk}, . . .
if Pi is related with measurement zj ,

0, . . .
if Pi is related with none of measurements.

(5)

where Mk denotes the number of measurements at time step k. The
next step is to find the posterior probability for the joint association
event of multiple scans. That is to calculate p(λk−L+1:k|z1:k) and it
can be written as,

p(λk−L+1:k|z1:k)
∝ p(zk . . . zk−L+1|λk−L+1:k, z1:k−L)p(λk−L+1:k|z1:k−L)
∝ p(zk . . . zk−L+1|λk−L+1:k, z1:k−L)p(λk−L+1:k), (6)

where the conditioning of λk−L+1:k on the history of measurements
before the sliding window has been eliminated.

The distribution of the measurements in the sliding window based
on a specific association event is given by,

p(zk . . . zk−L+1|λk−L+1:k, z1:k−L)

=
∏L

s=1

[∏Mk−L+s

j=1
p(zj,k−L+s|λk−L+1:k, z1:k−L)

]
. (7)

To reduce the notation, the index of the scan s in the sliding window
is denoted by ks = k − L + s. We can obtain,

p(zk . . . zk−L+1|λk−L+1:k, z1:k−L)

=
∏L

s=1

[∏Mks

j=1
p(zj,ks |λk−L+1:k, z1:k−L)

]

=
∏L

s=1

[∏
j∈Iks

p (zj(=ζi,ks ),ks
|xi,ks) ·

∏
j∈I0,ks

pnone(zj,ks)
]

=
∏L

s=1

[∏
j∈Iks

p(zj(=ζi,ks ),ks
|xi,ks) · (V )−Cks

]
, (8)

where Iks is the subsets of measurement indices corresponding to
measurements from the existing components. For each j ∈ Iks , there
would be one i ∈ {1, . . . , Nks} that satisfies j = ζi,ks . And I0,ks is
the subsets of measurement indices corresponding to measurements
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from none of the existing components on scan ks, which are named
as unrelated measurements. pnone denotes the likelihood model for
the unrelated measurements, which could be either from clutter or
newly appeared targets. The likelihood model pnone is assumed to be
uniform over the volume of the surveillance area V since we have no
idea about its distribution at current time step. The volume of the
surveillance area could be calculated as per V = 2πRmax, where Rmax

is the maximum range of the sensor. Cks is defined as the number of
unrelated measurements.

The joint association prior p(λk−L+1:k), can be calculated as in (9)
according to [9, 21],

p(λk−L+1:k) =
∏L

s=1

[
Fks !ε
Nks !

∏Nks

i=1
(PD)δi(θks )(1− PD)1−δi(θks )

]
, (9)

where ε is a “diffuse” prior [21] and PD is the detection probability.
δi(θks) is a binary variable and set to one if the ith component is
assigned with a measurement in the event θks . Fks is the number of
components which are not assigned with measurements in the event
θks .

The posterior probability for the joint association event of multiple
scans is obtained as,

p(λk−L+1:k|z1:k)

∝ p (λk−L+1:k)
∏L

s=1

[∏
j∈Iks

p(zj(=ζi,ks),ks
|xi,ks)·(V )−Cks

]
. (10)

The posterior probability that the ith existing component is associated
with the jth measurement at time step k, p(ζi,k = j|z1:k), is
calculated by summing over the probabilities of the corresponding joint
association events via (11),

p(ζi,k = j|z1:k) =
∑

{λk−L+1:k∈Λk−L+1:k:ζi,k=j} p(λk−L+1:k|z1:k). (11)

The target probability Ri,k could be calculated via summing the
probabilities that the ith existing component is associated with all
the measurements in the validation gate of its track,

Ri,k = Σj∈{µ(k,i,j)>0}p(ζi,k = j|z1:k) (12)
where {µ(k, i, j) > 0} denotes the set of measurements falling in the
validation gate of the track of component Pi at time step k.

4. NOVEL SAMPLING METHOD: THE COMBINATION
OF THE LIKELIHOOD AND PRIOR SAMPLING

The posterior distribution of the multiple target state varies when
tracking a varying number of targets. The number of modes of the
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posterior distribution may increase or decrease due to the appearance
or disappearance of targets. New features of the posterior distribution
may occur at each time step during the tracking process. The standard
particle filter based on the prior sampling method can not cope with the
new features, since it provides no opportunity to generate new values
for unknown quantities after their initial generation. An additional
procedure is needed to sample new particles to adapt to the new
features of the posterior distribution.

A novel sampling algorithm which combines the likelihood
sampling and prior sampling is proposed for the joint detection and
tracking process in this paper. The likelihood sampling method draws
new particles according to the most recent measurements. The new
particles are then clustered to a number of new components, which
capture the new features of the posterior distribution due to newly
appeared targets or clutter. The prior sampling method ensures the
existing components evolving according to the general dynamic model.

In the proposed sampling method, at time step k − 1, the
existing components (including target components and non-determined
components) are evolving to time step k according to the general
dynamic model. The track is extended for each of the existing
components. The measurements at time step k are divided into two
parts: those locating in the validation gates of the tracks of the existing
components, and those are not. The likelihood sampling method is
used to draw new particles based on the second part of measurements.
The new particles are clustered to form the new components, which
capture the new features of the posterior distribution.

In order to adapt to the new features, a number of particles are
drawn according to the current measurements which are out of the
validation gates of existing tracks. This reduce the number of particles
largely compared to the methods that draw particles based on all the
current measurements. The key idea is to sample xi

k directly from the
likelihood model, q̄ = p(zk|xk). The importance weight of the sample
xi

k that is sampled from q̄ can be written as [22]:

wi
k ∝ [p(zk|xk)]−1p

(
zk|xi

k

)
p

(
xi

k|xi
k−1

)
p

(
xi

k−1|z1:k−1

)

= p
(
xi

k|xi
k−1

)
p

(
xi

k−1|z1:k−1

)
. (13)

Computing these importance weights is not trivial, since p(xk−1|z1:k−1)
is represented by a set of samples. The strategy here is to employ a two-
staged approach that first approximates p(xi

k|xi
k−1)p(xi

k−1|z1:k−1) and
then use this approximate density to calculate the desired importance
weights. The following procedure implements this importance sampler
as shown in [22]:
(i) Generate a set of samples xi

k, first by sampling from p(xi
k−1|z1:k−1)
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and then sampling from p(xi
k|xi

k−1). Obviously, these samples
approximate p(xi

k|xi
k−1)p(xi

k−1|z1:k−1).
(ii) Transform the resulting samples set into a kd-tree [23, 24]. The

tree generalizes samples to arbitrary states, xi
k, in state space,

which is necessary to calculate the desired importance weights.
(iii) Lastly, sample xi

k from the proposal distribution p(zk|xi
k). Assign

each sample with an importance weight that is proportional to its
probability under the previously generated kd-tree.

The likelihood sampling method can be viewed as the logical
“inverse” of the prior model sampling method. Rather than
forward-guessing and then using the importance factors to adjust
the likelihoods of hypothesis based on measurements, the likelihood
sampling method guesses “backwards” from the measurements and
adjusts the importance factors based on the belief p(xk−1|z1:k−1) [22].

5. JOINT DETECTION AND TRACKING PROCESS

The detection and tracking processes are integrated together in the
proposed algorithm. During the joint detection and tracking process,
it is required to maintain the track of existing targets as well as
detect the newly appeared/disappeared targets. In the following
sections, the processes of initialization, target appearance detection
and target disappearance detection are introduced in Sections 5.1 to 5.3
respectively, and a general procedure for joint detection and tracking
is listed in Section 5.4.

5.1. Initialization Stage

Initially at time step 0, NP particles are drawn from the likelihood
function via the likelihood sampling method. The obtained particles
are clustered to a number of initial particle clusters using K-means
method. The initial particle clusters are converted into non-determined
components and are evolving to time step 1 according to the general
dynamic model. Individual track is formed for each of the non-
determined components. The non-determined components are evolving
from time step 1 to L with their target probabilities stored in
corresponding sliding windows. At the end of the sliding window,
the judgement procedures based on multi-scan information (proposed
in Section 3) are used to determine the origin of each of the non-
determined components: it is from a target or clutter. The target
components are remained, and the clutter components are removed.
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5.2. Newly Appeared Target Detection

At each time step, the measurements located in the validation gates
of the tracks of existing components are used to update the existing
tracks. The remaining measurements are thought to be related with the
newly appeared targets or clutter. The likelihood sampling method is
then used to draw new particles based on the remaining measurements.
The particles are clustered to obtain new particle clusters, which
correspond to new components. The new components are converted
to the non-determined components and evolving to the next time
step. After L scans, the judgement procedures based on multi-scan
information as in Section 3 are used to determine either the non-
determined component corresponds to a target or clutter.

5.3. Newly Disappeared Target Detection

For the detection of newly disappeared targets, the history of the
existing target component’s target probabilities stored in the sliding
window is judged from time to time. If the target probability drops
below the threshold Tlarge and remains at a small value for Ltarget scans
(Tlarge and Ltarget are defined in Section 3), the target component could
be treated as a vanishing target component and removed.

5.4. General Procedure for Joint Detection and Tracking

The general procedure for joint detection and tracking is listed in the
following:

1. The existing components (including target components and
non-determined components) are evolving from k − 1 to k according
to the general dynamic model. The track is extended for each of the
existing components.

2. At time step k, the measurements located in the validation
gates of the tracks of the existing components are used to update the
existing tracks. The likelihood sampling method is then used to draw
new particles based on the remaining measurements. The new particles
are clustered to form the new components. The new components are
then converted to the non-determined components.

3. The judgement procedures based on multi-scan information
(Section 3) are used to determine the origin of each of the non-
determined components which have evolved for L scans: it is from a
target or clutter. The components confirmed to be clutter are removed.

4. Each of the target components from time step k − 1 is judged
based on the history information of its weights: the one with a sequence
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of weights less than Tlarge for Ltarget scans are treated as a vanishing
target and removed.

5. The remaining target components and un-determined
components are evolving to time step k + 1 according to the general
dynamic model.

6. SIMULATION RESULTS AND ANALYSIS

In this section, the proposed multi-scan mixture particle filter
algorithm is simulated to track a varying number of targets in a specific
surveillance area. Two simulations are carried out to examine the
performance of the proposed algorithm in the following areas: target
detection, tracking, and data association. The first simulation is to
detect and track twelve targets appearing and disappearing at different
times in the surveillance area. The second is to detect and track four
targets which moves closely to each other. All targets are synthesized
using a near constant velocity dynamic model as in (14),

Xk = ΦXk−1 + vk−1, (14)

where Φ is the transition matrix, and

Φ =




1 ∆T 0 0
0 1 0 0
0 0 1 ∆T
0 0 0 1


 . (15)

∆T is the sampling interval. Xk = [px, vx, py, vy]Tk is the state vector;
px and vx denote respectively the position and velocity of the moving
object along the x axis of Cartesian frame; and, py and vy along the
y axis. vk = [vpx, vvx, vpy, vvy]Tk is the zero mean Gaussian white noise
process with covariance Q: E[vk vT

j ] = Qδjk, where,

Q =




σ2
px 0 0 0
0 σ2

vx 0 0
0 0 σ2

py 0
0 0 0 σ2

vy


 . (16)

A linear sensor is assumed with measurement equation,

Zk = HXk + nk, (17)

where,

H =
[

1 0 0 0
0 0 1 0

]
. (18)
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The measurement noise nk = [nz1 , vz2 ]
T
k is a zero mean Gaussian white

noise process with variance R: E[nk nT
j ] = Rδkj , where,

R =
[

σ2
z1

0
0 σ2

z2

]
. (19)

The area under surveillance is 2000 m long and 2000 m wide.
The clutter measurements satisfied a Poisson distribution with density
3/m2. The parameters for synthesising the simulation scenarios are
listed in Table 1.

Simulation 1: Joint detection and tracking for multiple targets.
Twelve targets are considered in this simulation, which evolve

independently according to the constant velocity model. The targets

Table 1. Simulation parameters.

Simulation Parameter Value

Number of particles for each component (NP ): 50

Sampling interval (∆T ): 0.1 sec

Variance matrix of process noise (Q): diag{40 40 40 40}
Variance matrix of measurement noise (R): diag{10 10}
Length of sliding window (L): 5

Detection probability (PD): 0.8

Threshold Tlarge: 0.01

Time step

N
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ts

12
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4

2

0
0 2010 30 40 50 60 70 80 90 100

Number of true targets

Number of target components

Figure 1. The estimate and actual number of targets at each time
step for 12 targets.
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appear and disappear at different times randomly (see Table 2).
Figures 1∼ 2 show the results of the joint target detection and tracking.
As shown in Figure 1, fixed delays incur when new target components
are initiated and vanishing target components are removed. At other
times, the number of target components is consistent with the number
of true targets. The fixed lag for initiating the new target components
equals the length of the sliding window (L), while the fixed lag for

 -2000  -1500  -1000  -500 0 500 1000 1500
 -1000

 -500

0

500

1000

1500

2000

2500

Position X (m)

P
o
s
it
io

n
 Y

 (
m

)

Target 10 

Target 2 

Target 12 

Target 3 

Target 1 

Target 7 

Target 9 

Target 8 

Target 5 Target 6 

Target 11 

Target 4 

Figure 2. Synthesized scenario for 12 targets: Green dots ‘·’ represent
measurements, blue dots ‘·’ represent true positions of targets at each
time step, red asterisk ‘*’ represent centers of target components.

Table 2. Target information for twelve targets.

Target
No.

True Time
Intervals

Detected
Time Intervals

Initial
Pos.

Initial
Vel.

1 [1, 40] [6, 41] [0, 1500] [200, 200]
2 [15, 70] [20, 71] [−2000, 1000] [200, 200]
3 [15, 100] [20,∼] [−2000,−900] [200, 200]
4 [1, 70] [6, 71] [−1700,−1000] [180, 180]
5 [15, 40] [20, 41] [1000,−900] [170, 170]
6 [15, 70] [16, 71] [500,−900] [190, 190]
7 [1, 40] [6, 41] [0, 1000] [170, 170]
8 [1, 40] [6, 41] [1000, 0] [160, 160]
9 [1, 40] [6, 41] [600, 1100] [160, 160]
10 [15, 40] [20, 41] [−1800, 1800] [200, 200]
11 [15, 100] [20,∼] [0,−500] [190, 190]
12 [15, 70] [20, 71] [−1800, 200] [180, 180]
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detecting the vanishing target components is set to one in order to
detect the disappearance of targets fast.

In the proposed algorithm, the number of appeared/disappeared
targets isn’t limited to one. In Figure 1, seven targets appear at
time step 15 simultaneously, and they are detected at time step 20.
Similarly, six targets disappeared at time step 40, and they are detected
at time step 41. The tracking performance of the proposed algorithm is
demonstrated in Figure 2. It is shown that the proposed algorithm can
track the multiple targets effectively as well as detect the appearance
and disappearance of the targets.

Simulation 2: Joint detection and tracking for closely moving and
crossing targets.

Four targets which moves closely are considered in this simulation.

Time step

N
u
m

b
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o
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Number of true targets

Number of target components
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4
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2.5

Figure 3. The estimate and actual number of targets at each time
step for 4 targets.

Table 3. Target information for four targets.

Target
No.

True Time
Intervals

Detected Time
Intervals

Initial
Pos.

Initial
Vel.

1 [1, 90] [6, 95] [−1000,−700] [180, 180]
2 [1, 90] [6, 95] [−500,−500] [170, 170]
3 [1, 90] [6, 95] [0,−800] [160, 160]
4 [1, 100] [6,∼] [0,−1100] [160, 160]
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Figure 4. Synthesized scenario for 4 targets: Green dots ‘·’ represent
measurements, blue dots ‘·’ represent true positions of targets at
each time step, red dots ‘·’ together with the corresponding numbers
represent target component center and number.

The information of targets is listed in Table 3. Figures 3 ∼ 4 show
the results of the joint target detection and tracking. In Figure 4,
additional numbers are added to identify each target component for
clarity. It is clear that all tracks follow the targets closely, and
that those targets crossing each other are unambiguously resolved.
This is verified that the closely moving targets could be distinguished
based on multiple scan information though there is no individual data
association procedure in the proposed method.

7. CONCLUSIONS

In the proposed multi-scan mixture particle filter method, a general
global posterior distribution is adopted with each mode corresponding
to either a target or clutter. In order to track a varying number
of targets, a novel sampling method which combines the likelihood
sampling and prior sampling is proposed to draw particles from the
desired parts of the state space at each time step. Moreover, multiple
scan information is incorporated to distinguish targets from clutter.
The simulation results show that the proposed algorithm can effectively
detect the apperaence/disappearence of the targets as well as track the
existing target.
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