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Abstract—Inverse synthetic aperture radar (ISAR) imaging is one
of the most well-known techniques of radar target recognition. One
of the most important issues in ISAR imaging is the improvement of
the image smeared by a moving target. In this paper, we propose the
discrete Gabor representation (DGR) in an oversampling scheme as an
effective means of obtaining a well-focused ISAR image with a short
calculation time. In contrast to other linear time-frequency transforms
(TFTs), the DGR obtains Gabor coefficients using the analysis window
frames derived from the clearly defined Gaussian-type synthesis
window. The oversampling scheme of the DGR leads to accurate
calculations of the Gabor coefficients, which denote signal time-
frequency amplitude. Since each Gabor coefficient is compartmentally
assigned to the associated unit cell of the time-frequency grid, the
DGR can show an excellent time-frequency concentration and can
effectively discriminate the Doppler components of prominent point-
scatterers. The application results demonstrate that the DGR not only
has enhanced focusing performance but also retains computational
efficiency. The DGR in the oversampling scheme is expected to
facilitate high-quality ISAR imaging in radar target recognition.

1. INTRODUCTION

A real-world target with complicated motion imparts a time-varying
Doppler frequency shift to the radar target signature. Different from
the synthetic aperture radar (SAR) images [1-3|, the ISAR (inverse
SAR) images [4-9] can have severe image smearing problems caused
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by the time-varying Doppler frequency. This is because conventional
ISAR imaging with the Fourier transform (FT) cannot show how
frequency components vary with time. For better performance of ISAR
imaging in radar target recognition, the smeared ISAR image needs to
be focused by compensating for the target motion, which is also called
as the ISAR motion compensation [10-14]. Recently, time-frequency
transforms (TFTs) have been widely employed in order to effectively
reflect the time-dependent characteristic of the Doppler frequency [15—
23]. In general, there are two requirements in TFT-based ISAR image
focusing. First, the selected TFT should have high time-frequency
resolution, which is directly related to accurate representation of the
time-dependent Doppler frequency. Second, it is imperative that the
ISAR imaging procedure be computationally efficient. That is to say,
the TFT operation should be fast enough to be applied in the real-time
target recognition process.

Since Chen et al. first introduced the concept of TFT-based
radar imaging [15, 16], various time-frequency transforms have been
developed for ISAR applications. Linear TFTs, such as the short-
time Fourier transform (STFT) and the wavelet transform (WT) are
well-known methods and are conceptually simple to implement [8-10].
Despite their operational simplicity, the resolution limitation always
arises from the window-induced Heisenberg-Gabor limit. For more
enhanced focusing performance, bilinear TFTs [16, 19, 20] and adaptive
TFTs with optimization methods [21-23] were subsequently proposed.
Although they significantly improved the image smearing problem,
these methods were still restrictive in real-time signal processing
because of their computational burden. Thus, recently developed
methods [24,25] have concentrated on achieving both accuracy and
efficiency in ISAR image focusing.

In this paper, we propose the discrete Gabor representation
(DGR) [26—28] as an effective approach for obtaining well-focused
ISAR images. In contrast to other linear TFTs, the DGR analytically
obtains the analysis window from the given synthesis window. With
the oversampling scheme of the DGR [26,27], Gabor coefficients,
derived from the analysis window frames can contain accurate
information on the signal time-frequency components. In addition,
the DGR compartmentally allocates the Gabor coefficients to the
respective unit cells of the time-frequency grid. This property gives the
DGR an excellent time-frequency concentration. The DGR also retains
computational efficiency and can be easily implemented by slightly
modifying the existing STFT. This paper is organized as follows: In
Section 2, we briefly introduce the radar signal model and the TFT-
based ISAR imaging. The DGR in the oversampling scheme and
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its application to ISAR image focusing are discussed in Section 3.
Section 4 presents application examples to validate the effectiveness
of the DGR in terms of focusing performance and computational
efficiency. Finally, conclusions are drawn in Section 5.

2. THE RADAR SIGNAL MODEL AND THE
PRINCIPLE OF TFT-BASED ISAR IMAGING

According to the geometrical theory of diffraction (GTD), the scattered
field of a complex target at high frequencies can be regarded as being
from a set of individual point-scatterers [15]. Based on the GTD model,
the radar signal received from the target with K point-scatterers can
be represented as

K Ar Ar .
sp(t)= ZAk exp {—])\R(t)] exp [—j)\ (xr cosO(t) —yrsind(t))| (1)
k=1

where A\ is the radar wavelength, and (x, yr) and Ay are the
position and the scattering amplitude of the kth point scatterer,
respectively. The distance R(t) is expressed with the translational
motion parameters of the target. With range tracking [15], the
first exponential term in Equation (1) is removed. The time-varying
rotation angle 6(t) is assumed to be Qt where Q is the angular
speed. The rotation-induced Doppler shift derived from Equation (1)
is characterized by the time-varying term 2t [15,16]. Thus, for a
relatively long coherent processing time (CPT) and a fast angular
speed, the FT is replaced by the TFT in ISAR imaging. When the
radar transmits a wide-band waveform, such as the steppedfrequency
(SF) waveform, the received data is constructed into a 2D format.
Using the TFT, the 2D data set is then extended into a 3D ISAR
cube, which consists of time samples, (Doppler) frequency samples
and range cells (range bins). From the ISAR cube, a 2D range-Doppler
image is taken at a particular instant of time samples. This temporal
frame shows the focused ISAR image because the time-varying Doppler
appears to be approximately constant at each instant. Therefore, for
improved ISAR image focusing, we need to select the TFT with high
time-frequency resolution. Furthermore, it is desirable that the TFT
is computationally efficient since additional data extension is involved
in the imaging process described above. Overall procedures of the
TFT-based ISAR imaging are illustrated in Figure 1.
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Figure 1. Overall procedures of the TFT-based ISAR imaging.

3. DISCRETE GABOR REPRESENTATION IN AN
OVERSAMPLING SCHEME FOR ISAR APPLICATION

3.1. Discrete Gabor Representation of a Signal in the
Oversampling Scheme

The Gabor representation and its numerical implementation have
been extensively investigated [26-30] since Gabor suggested the signal
expression with a discrete set of Gaussian functions. For a discrete-
time signal x[k| with a length of Ny, the discrete form of the Gabor
representation, namely the DGR, rearranges the signal into the 2D
time-frequency grid with M time samples and IV frequency samples as
shown in Figure 2. The DGR of the signal z[k] consists of the discrete
Gabor expansion and the discrete Gabor transform as follows [26]:

M-1N-] M-IN-1 QW(nAN)k
K=Y S tmulimalkl =Y S amphlk—mAM] e~ % (2)
m=0 n=0 m=0 n=0
N1 Np—1 2m(nANK
A= Z zlk]y #mm (k] = Z z[k]y[k—mAM]e” ™ (3)
k=0 k=0

In Equation (2), @, and hpy[k] are Gabor coefficients and Gabor
logons, respectively. The Gabor logons are shifted and modulated
versions of the given synthesis window hlk] for the time and frequency
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Figure 2. DGR time-frequency grid with a size of (N x M) and
sampling intervals with respect to V.

sampling intervals AM and AN marked in Figure 2. The Gabor
expansion tells that the original signal z[k] can be reconstructed
by the weighted sum of Gabor logons. From Equation (3), the
Gabor coefficients can be obtained from the analysis window frames
Ym,nlk], shifted and modulated versions of the analysis window ~[k].
~|k] satisfies the bi-orthogonal condition (Wexler-Raz identity) in
conjunction with h[k] such that

Ny—1
> hlk+mAM]y* ke
k=0

Ny—1

N,
me [k K] = ﬁ&man (4)

27T(nAN )k

where §,, denotes the Kronecker delta. According to the Balian-Low
theorem [28], however, the time-frequency grid with a size of (N x M)
should be oversampled with respect to the signal length such that

N, = NM/Q (5)

where () is a positive integer and indicates the oversampling ratio. A
larger (Q means that the signal x[k] is rearranged into a more detailed
time-frequency grid. Thus, the DGR in the oversampling scheme leads
to interpretational clarity. In addition, the oversampling is equivalent
to making the form of v[k] identical to that of h[k]. Hence v[k]
refined by the oversampling scheme can achieve both the accurate
calculation of a;, ,, and numerical stability [26-28]. Note that @) should
be selected in consideration of a compromise between accuracy and
efficiency since @) is also related to the computation time. For analytic
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determination of y[k| satisfying Equation (4), the Zak transform pair-
based method [27] can be considered as follows:

Rk, 1
Q-1 _ ; 2
> | [k - @,z”

Here, the tilde denotes the discrete Zak transform defined as the
Fourier transform of the signal sequence x[k+mAM] with the basis of
eI (MAM)L The analysis window is then obtained by taking the inverse
Zak transform of 4]k, ]. A noticeable characteristic of the DGR is that
it analytically calculates y[k] in contrast to other window-based linear
TFTs in which the analysis window is provided without taking into
account signal reconstruction.

:Y[kvl] =

3.2. Discussion on the DGR Application to the ISAR Image
Focusing

In this section, we discuss the application of the oversampled DGR to
ISAR image focusing using the acquired 2D radar signal. Assuming
that the radar signal with the SF waveform is composed of M), narrow
frequency band pulses and N}, sequential groups of pulses (bursts), each
time-domain signal extracted along the bursts is rearranged into the
(N x M) time-frequency grid via the DGR as illustrated in Figure 3.
Note that the signal length N, described in the previous section is the
same as the number of bursts. The performance of concentrating the
signal components on the time-frequency grid is important in TFT-
based ISAR imaging. Thus, a Gaussian-type synthesis window is
selected in this paper since Gaussian functions can reach the lower
bound of the Heisenberg-Gabor limit [28]. The selected h[k] is
extended to the Gabor logons, which correspond to respective unit
cells of the time-frequency grid centered at (mAM, nAN). Then,
hlk] calculates the analysis window ~[k] with Equation (6). As
explained in the previous section, the DGR in the oversampling scheme
yields the refined Gaussian-type analysis window as a decayed form
of the originally given synthesis window [29]. With the analysis
window frames 7, »[k] the Gabor coefficients a,, are acquired by
Equation (3). According to Equation (2), each Gabor coefficient is
determined as the weight of each Gabor logon and represents the
time-frequency amplitude of each unit cell with a size of (AM x
AN). Consequently, the linear combination of an,, and hy, (k] can
reconstruct the original time-domain signal z[k]. This is the key
difference from the STFT whose expression is given only by (3). Since
the STFT uses the arbitrarily given analysis window, it may lead to
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Figure 3. Diagram for application of the oversampled DGR to the
rearranged 2D radar received signal.

a lack of completeness of the signal reconstruction and the coefficient
(spectrogram) calculation.

From Figure 4 showing the conceptual DGR time-frequency
representation, it is seen that the DGR in the oversampling scheme
is suitable for the TFT-based ISAR image focusing. The Gabor
coefficients (‘amplitude’ in Figure 4) are obtained from the analysis
window frames and these frames are related to the Gabor logons, which
comprise the time-frequency grid. That is, the Gabor coefficients are
compartmentally assigned to the respective unit cells by considering
the reconstruction of the original time-domain signal. Furthermore,
the oversampling scheme makes each Gabor coefficient denote accurate
amplitude in the associated unit cell. Therefore, the DGR in the
oversampling scheme is expected to exhibit an excellent concentration
of the signal components on the time-frequency grid. In ISAR
applications, this characteristic leads to effective discrimination of the
Doppler components of prominent point-scatterers. Simultaneously,
the DGR appears to suppress other frequency components by
compartmental allocation of ay, , and hy, »[k]. Apart from the focusing
performance, the DGR also retains computational efficiency since it
is not an adaptive algorithm that involves searching procedures but
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Figure 4. Conceptual DGR time-frequency representation.

can be implemented by simply adding the Zak-transform pair-based
determination of [k] to the existing STFT.

4. DGR APPLICATION TO ISAR IMAGE FOCUSING

4.1. Application to Radar Signals from Ideal Point-scatterer
Sets

First, we examine artificial radar signal data from two sets of the
ideal point-scatterers using Equation (1). Although the model of ideal
point-scatterers does not imitate the actual scattering from a target,
it can be a sufficiently good standard for evaluating ISAR imaging
performance [15,18,31] in a high frequency band. Figure 5 shows
actual locations of respective sets of ideal point-scatterers. Table 1
summarizes the parameters related to the simulation. By the rotation
speed beyond normal rates and the relatively long CPT, the ISAR
images from the F'T are severely smeared by the time-varying Doppler
frequencies as shown in Figure 6. In this simulation, it was assumed
that the translational motion was completely compensated for by the
range tracking.

In order to focus the smeared ISAR image, we apply the DGR with
an oversampling ratio @ of 32. From Equation (5), the numbers of the
time samples and frequency samples (M and N') were selected as 64 and
128, respectively. Thus, each time-domain signal along the 256 bursts is
rearranged into a (128 x 64) time-frequency grid. Note that the number
of time samples, which is also the number of temporal frames, is not
necessary to be the same as the number of bursts because there is little
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Table 1. Parameters related to the simulation with ideal point-
scatterer sets.

number of point-scatterers set 1: 18, set 2: 37
center frequency, bandwidth (BW) 7.75 GHz, 512 MHz
radar signal waveform stepped-frequency (SF)
number of pulses (M) 64
number of bursts (V) 256
pulse repetition frequency (PRF) 15kHz
angular velocity (£2) 0.5rad/s
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Figure 5. Actual locations of the examined sets of ideal point-
scatterers: (a) set 1 and (b) set 2.

Doppler variation between sufficiently dense time samples [15,16]. In
Figure 7, the ISAR images of the point-scatterer set 1 are depicted by
applying the STFT and the DGR. In the STFT, the Gaussian window
was employed to exhibit a good time-frequency concentration, and a
sufficient window length was given to offer the full Doppler resolution.
However, the STFT is still limited in focusing the smeared image since
several blurred parts still exist. On the other hand, the result of the
DGR in Figure 7(b) shows significantly improved performance of ISAR
image focusing in that prominent point-scatterers can be observed
more clearly. We point out that the cross range resolution can be
calculated from Figure 7 as follows:

A A

"TT9A0 T 2% Q x N x M, x PRFT

~0071m  (7)
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Figure 6. Conventional FT-based ISAR imaging of ideal point-
scatterers: (a) set 1 and (b) set 2.
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Figure 7. ISAR images of the ideal point-scatterer set 1 using:
(a) STFT and (b) DGR with @ = 32.

The fact that the DGR is superior to the STFT is confirmed from
Figure 8, which shows the time-frequency plots and the Doppler profiles
of the time-domain signal at the selected 35th range cell. As observed
in Figure 8(a), the DGR outperforms the STFT since the DGR
concentrates the signal components on the time-frequency grid more
effectively. The Doppler profiles in Figure 8(b) show that the DGR
explicitly discriminates the Doppler frequency component induced
by each prominent point-scatterer because of the compartmental
assignment of an,, and hy,plk]. With respect to computational
efficiency, the calculation time of the DGR with @ = 32 is 0.697 sec,
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Figure 8. Comparison between the STFT and the DGR using the
time-domain signal at the selected 35th range cell: (a) time-frequency

plots and (b) Doppler profiles.
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Figure 9. ISAR images of the ideal point-scatterer set 2 using:
(a) STFT and (b) DGR with @ = 32.
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which is only 1.13 times longer than that of the conventional FT.
Figure 9 illustrates the ISAR images of the point-scatterer set 2
resulting from the STFT and the DGR, respectively.

4.2. Application to the Simulated MIG-25 Data

In the next example, we use the simulated radar signal data from
the MIG-25 aircraft target composed of 120 point-scatterers. The
radar center frequency is 9.0 GHz with a bandwidth of 512 MHz and
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the PRF is 20kHz. The numbers of pulses and bursts are given
as 64 and 512, respectively. The angular speed of the target is
10°/s on the assumption that the translational motion was perfectly
compensated for. Figure 10 shows the ISAR images of the MIG-
25 from various ISAR imaging methods. The ISAR image with the
Gabor wavelet transform (GWT) [18] is also shown to compare the
focusing performance. In this simulation, the DGR with Q = 64
was employed and each time-domain signal with a length of 512 was
rearranged into the (256 x 128) time-frequency grid. The FT-based
ISAR image in Figure 10(a) shows substantial image smearing by the
time-varying Doppler frequency. Although both the STFT and the
GWT obtain clear ISAR images, they are still restricted in removing
image blurring. The ISAR image from the DGR, however, obviously
reveals the enhanced focusing performance. The computation time of
the DGR was 1.80sec, 2.1 times slower than that of the FT.
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Figure 10. Simulation results of the MIG-25 using: (a) FT, (b) STFT,
(¢) GWT and (d) DGR with @ = 64.
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4.3. Application to the Measured B-727 Data

For verifying applicability of the proposed method, we then utilize the
real measured B-727 aircraft data, which was originally provided in the
website. The radar center frequency is 9.0 GHz with a bandwidth of
150 MHz. The radar data with the SF waveform consists of 128 pulses
and 128 bursts, respectively. Note that the cross range resolution
cannot be obtained since the PRF and the motion parameters of the
target are unknown. Figure 11 shows the ISAR images of the B-727
resulting from the FT and the DGR with an oversampling ratio of
32. From these images, the scattering phenomena from the fuselage
and the tail are observed more distinctly than from the wing and the
nose. For clearly indicating the prominent scattering parts, the ISAR
images from the measured data were depicted by the different format
of the color map. Compared to the FT-based image in Figure 11(a),
the prominent parts of the target are well-focused in the DGR-based
image in Figure 11(b). In addition, as explained earlier, the frequency
components induced by noise appear to be suppressed by the excellent
time-frequency concentration of the DGR. The computation time of
the DGR is 0.795 sec, which is only 1.05 times slower than that of the
FT. Thus, we demonstrated both focusing performance and efficiency
of the DGR via the measured data.

fuselage
/.

fuselage
i’

Doppler bin (burst number)
freq. sample (N)

20 40 0 &0 00 120 20 40 60 0 10 120
range bin range bin

@ (b)

Figure 11. Application results of the measured B-727 data using:
(a) FT and (b) DGR with Q = 32.

4.4. Discussion on Selection of the Oversampling Ratio Q

Here, we address the compromise between accuracy and efficiency
related to selecting ). Figure 12 illustrates the ISAR images of the
MIG-25 for various values of @ at a different temporal frame (rotated
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from the initial position). For the fixed number of frequency samples
(N = 256), Figures 12(a) and 12(b) show high-quality ISAR images of
the MIG-25 target and there is rarely a difference between these two
images. As mentioned above, the larger () needs more computation
time. Thus, we select the oversampling ratio () as 64 rather than
128 for which the computation time was 4.60sec. Figure 12(c) shows
the ISAR image from the DGR with @ = 32. The computation time
was highly reduced to 0.93 sec at the expense of a slight degradation of
image quality. However, the general shape of the MIG-25 is sufficiently
discernible. For the case of = 16 shown in Figure 12(d), the
computation time was only 0.49sec. Nonetheless, the ISAR image is
severely smeared as if two images of different temporal frames overlap
each other. This phenomenon is caused by the lack of time samples
related to the number of temporal frames.

freq. sample (N)
freq. sample (N)

10 Pl 30 10 50 &0 10 2 a0 40 50 60
range bin range bin

(€Y (b)

freq. sample (N)
freq. sample (N)

10 0 30 40 50 60 10 20 30 40 50 60
range bin range bin

(©) (d)

Figure 12. Simulation results of the MIG-25 at a different temporal
frame using the DGR when @ is given as: (a) 128, (b) 64, (c) 32 and
(d) 16.
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From the comparison study with different values of @), we find
that in the MIG-25 simulation, ) = 64 is the optimal value in terms
of compromise between image quality and a reasonable computation
time. @ of 32 can also be a good candidate for fast computation. In the
first example and third example, however, the optimal oversampling
ratio was 32. It is seen that the optimal @) is dependent on the original
number of bursts. Although a method for deterministically selecting
@ should be developed in future studies, the DGR in the oversampling
scheme demonstrated that it had outstanding performance in focusing
ISAR images of moving targets. Furthermore, the DGR was proven
to be suitable for being applied in real-time signal processing by
selecting appropriate (). This DGR-based ISAR image focusing can be
further extended to a more efficient form by adopting recently proposed
implementation algorithms as developed in [29, 30].

5. CONCLUSION

In this paper, we presented enhanced and efficient ISAR image focusing
using the DGR in an oversampling scheme. With the oversampling
scheme and analytically derived analysis window frames, the DGR
yielded accurate Gabor coefficients denoting the amplitude of unit cells
in the time-frequency grid. The compartmental allocation of Gabor
coefficients and Gabor logons resulted in enhanced time-frequency
concentration. Thus, the DGR is well-suited for applications of
ISAR image focusing as evidenced by prominent point-scatterers being
clearly discriminated. To validate the proposed approach, simulations
of ISAR image focusing were carried out using the radar signal data
from ideal point-scatterers and the MIG-25 aircraft. Application of the
DGR to the measured data of the B-727 aircraft was also presented
for verifying its applicability. The application results showed that the
well-focused ISAR images were obtained within a computation time of
less than 2sec with the appropriate oversampling ratio (). Therefore,
we conclude that the DGR in the oversampling scheme can facilitate
high-quality ISAR imaging by its enhanced focusing performance and
computational efficiency.
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