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Abstract—For analyzing the electromagnetic problems with the fine
structures in one or two directions, a novel weakly conditionally stable
finite-difference time-domain (WCS-FDTD) algorithm is proposed. By
dividing the 3-D Maxwell’s equations into two parts, and applying the
Crank-Nicolson (CN) scheme to each part, a four sub-step implicit
procedures can be obtained. Then by adjusting the operational order
of four sub-steps, a novel 3-D WCS-FDTD algorithm is derived.
The proposed method only needs to solve four implicit equations,
and the Courant–Friedrich–Levy (CFL) stability condition of the
proposed algorithm is more relaxed and only determined by one space
discretisation. In addition, numerical dispersion analysis demonstrates
the numerical phase velocity error of the weakly conditionally stable
scheme is less than that of the 3-D ADI-FDTD scheme.

1. INTRODUCTION

The finite-difference time-domain (FDTD) method [1], which has been
widely used for many years, is an effective and robust tool applicable to
a wide variety of complex electromagnetic problems [2–11]. However,
due to the upper limit on the time step size that needs to satisfy the
Courant-Friedrich-Levy (CFL) stability condition, the computational
efficiency of the conventional FDTD method is reduced, especially
in analyzing the fine structures or the low frequency characteristics.
To overcome this limit on the time step size, some unconditionally
stable FDTD methods based on the Crank-Nicolson (CN) scheme [12–
14] and the alternating-direction implicit (ADI) scheme [15–18] have
been studied extensively. Although the time step sizes are no longer
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bounded by the CFL stability condition, those unconditionally stable
methods have less accuracy as the time step sizes are large and
need to solve six implicit equations which become inefficient. In
practice, some electromagnetic structures, such as patch antennas and
shielding enclosure with thin slots, only have fine structures in one
or two directions where fine grids are needed. For investigating the
electromagnetic performances of those structures, some WCS-FDTD
methods have been presented [19, 20].

In this paper, a novel WCS-FDTD algorithm which is suitable for
problems with very fine structures in one or two directions is proposed.
By splitting the 3-D Maxwell’s equations into two parts, and applying
the implicit scheme only in the two directions of fine structure where
fine grids are needed in each part, a four sub-step implementations
can be obtained. By adopting the proposed technology, the field
advancement only needs to solve four implicit equations, and the
time step size will no longer be bounded by the fine grid cell sizes,
which is only determined by the large space discretisation. Numerical
stability analysis demonstrates that the CFL stability condition of the
proposed algorithm is more relaxed than those of the existing WCS-
FDTD methods [19, 20], which means the proposed method is more
efficient due to the larger time step size can be chose. Compared
with the ADI-FDTD scheme, the numerical phase velocity error of
the proposed algorithm is reduced, especially for large time-step size.
Finally, numerical example is presented to illustrate its accuracy and
efficiency.

2. IMPLEMENTATION OF THE PROPOSED METHOD

2.1. Formulation

Suppose that the time step size is only determined by the space step
size along the x-direction. The 3-D Maxwell’s equations can be split
into two parts in matrix form as

∂

∂t
~ψ1 = [A1] ~ψ1 + [B1] ~ψ2 (1a)

∂

∂t
~ψ2 = [A2] ~ψ2 + [B2] ~ψ1 (1b)

where ~ψ1 = [Hy,Hz, Ex]T, ~ψ2 = [Ey, Ez,Hx]T,

[A1] =




0 0 − 1
µ

∂
∂z

0 0 1
µ

∂
∂y

−1
ε

∂
∂z

1
ε

∂
∂y 0


 , [B1] =




0 1
µ

∂
∂x 0

− 1
µ

∂
∂x 0 0

0 0 0


 ,
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[A2] =




0 0 1
ε

∂
∂z

0 0 −1
ε

∂
∂y

1
µ

∂
∂z − 1

µ
∂
∂y 0


 , [B2] =




0 −1
ε

∂
∂x 0

1
ε

∂
∂x 0 0
0 0 0


 .

where ε and µ are the permittivity and permeability.
In (1a), by considering the set of field variables ~ψ2 as a correction

term, and applying the CN scheme only to the set of field variables ~ψ1,
we can get

~ψ n+1
1 − ~ψ n

1

∆t
= [A1]

~ψ n+1
1 + ~ψ n

1

2
+ [B1] ~ψ

n+ 1
2

2 (2)

where ∆t is the time step size. The above equation can be also written
as (

I − ∆t

2
[A1]

)
~ψn+1

1 =
(

I +
∆t

2
[A1]

)
~ψn

1 + ∆t [B1] ~ψ
n+ 1

2
2 . (3)

By splitting the space derivative operator [A1]=[C1]+[D1], (3) can be
expressed as(

I−∆t

2
[C1]

)(
I−∆t

2
[D1]

)
~ψn+1

1 =
(
I+

∆t

2
[C1]

)(
I+

∆t

2
[D1]

)
~ψn

1

+∆t [B1] ~ψ
n+ 1

2
2 +

∆t2

4
[C1] [D1]

(
~ψn+1

1 − ~ψn
1

)
. (4)

After neglecting the ∆t2 term, we can get the approximation of the CN
scheme known as the ADI scheme. (4) can be split into two sub-steps
as (

I − ∆t

2
[C1]

)
~ψ

n+ 1
2

1 =
(

I +
∆t

2
[D1]

)
~ψ n

1 +
∆t

2
[B1] ~ψ

n+ 1
2

2 (5)
(

I − ∆t

2
[D1]

)
~ψ n+1

1 =
(

I +
∆t

2
[C1]

)
~ψ

n+ 1
2

1 +
∆t

2
[B1] ~ψ

n+ 1
2

2 (6)

where

[C1] =




0 0 − 1
µ

∂
∂z

0 0 0
−1

ε
∂
∂z 0 0


 , [D1] =




0 0 0
0 0 1

µ
∂
∂y

0 1
ε

∂
∂y 0


 .

Similarly, the second part (1b) can be also split into a two sub-step
procedures as(

I − ∆t

2
[C2]

)
~ψ

n+ 1
2

2 =
(

I +
∆t

2
[D2]

)
~ψ n

2 +
∆t

2
[B2] ~ψ

n+ 1
2

1 (7)
(

I − ∆t

2
[D2]

)
~ψ n+1

2 =
(

I +
∆t

2
[C2]

)
~ψ

n+ 1
2

2 +
∆t

2
[B2] ~ψ

n+ 1
2

1 (8)
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where

[C2] =




0 0 1
ε

∂
∂z

0 0 0
1
µ

∂
∂z 0 0


 , [D2] =




0 0 0
0 0 −1

ε
∂
∂y

0 − 1
µ

∂
∂y 0


 .

It is difficult to solve (5) and (7) as ~ψ1 and ~ψ2 are coupled

together implicitly. To overcome this difficulty, we replace ~ψ
n+ 1

2
2 in

(5) and ~ψ
n+ 1

2
1 in (8) by ~ψn

2 and ~ψn+1
1 respectively, and adjust the

order of implementation as (5)→(7)→(6)→(8), then the four sub-step
implementations can be got as

(
I − ∆t

2
[C1]

)
~ψ

n+ 1
2

1 =
(

I +
∆t

2
[D1]

)
~ψ n

1 +
∆t

2
[B1] ~ψ n

2 (9a)
(

I − ∆t

2
[C2]

)
~ψ

n+ 1
2

2 =
(

I +
∆t

2
[D2]

)
~ψ n

2 +
∆t

2
[B2] ~ψ

n+ 1
2

1 (9b)
(

I − ∆t

2
[D1]

)
~ψ n+1

1 =
(

I +
∆t

2
[C1]

)
~ψ

n+ 1
2

1 +
∆t

2
[B1] ~ψ

n+ 1
2

2 (9c)
(

I − ∆t

2
[D2]

)
~ψ n+1

2 =
(

I +
∆t

2
[C2]

)
~ψ

n+ 1
2

2 +
∆t

2
[B2] ~ψ n+1

1 . (9d)

The resulting equations of the above equations are written as First
step:

H
n+ 1

2
y

(
i + 1

2 , j, k + 1
2

)−Hn
y

(
i + 1

2 , j, k + 1
2

)
= a1[

En
z (i+1,j,k+ 1

2)−En
z (i,j,k+ 1

2)
∆x −E

n+1
2

x (i+ 1
2
,j,k+1)−E

n+1
2

x (i+ 1
2
,j,k)

∆z

]
(10a)

H
n+ 1

2
z

(
i + 1

2 , j + 1
2 , k

)−Hn
z

(
i + 1

2 , j + 1
2 , k

)
= a1[

En
x (i+ 1

2
,j+1,k)−En

x (i+ 1
2
,j,k)

∆y − En
y (i+1,j+ 1

2
,k)−En

y (i,j+ 1
2
,k)

∆x

] (10b)

E
n+ 1

2
x

(
i+ 1

2 , j, k
)−En

x

(
i+ 1

2 , j, k
)
=a2[

Hn
z(i+ 1

2
,j+ 1

2
,k)−Hn

z(i+ 1
2
,j− 1

2
,k)

∆y −H
n+1

2
y (i+ 1

2
,j,k+ 1

2)−H
n+1

2
y (i+ 1

2
,j,k− 1

2)
∆z

]
.
(10c)

Second step:

E
n+1

2
y

(
i, j + 1

2 , k
)−En

y

(
i, j + 1

2 , k
)
=a2[

H
n+1

2
x (i,j+1

2
,k+1

2)−H
n+1

2
x (i,j+1

2
,k−1

2)
∆z −H

n+1
2

z (i+1
2
,j+1

2
,k)−H

n+1
2

z (i−1
2
,j+1

2
,k)

∆x

]
(11a)
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E
n+ 1

2
z

(
i, j, k + 1

2

)− En
z

(
i, j, k + 1

2

)
= a2[

H
n+1

2
y (i+ 1

2
,j,k+ 1

2)−H
n+1

2
y (i− 1

2
,j,k+ 1

2)
∆x −Hn

x (i,j+ 1
2
,k+ 1

2)−Hn
x (i,j− 1

2
,k+ 1

2)
∆y

]
(11b)

H
n+ 1

2
x

(
i, j + 1

2 , k + 1
2

)−Hn
x

(
i, j + 1

2 , k + 1
2

)
= a1[

E
n+1

2
y (i,j+ 1

2
,k+1)−E

n+1
2

y (i,j+ 1
2
,k)

∆z − En
z (i,j+1,k+ 1

2)−En
z (i,j,k+ 1

2)
∆y

]
. (11c)

Third step:

Hn+1
y

(
i + 1

2 , j, k + 1
2

)−H
n+ 1

2
y

(
i + 1

2 , j, k + 1
2

)
= a1[

E
n+1

2
z (i+1,j,k+ 1

2)−E
n+1

2
z (i,j,k+ 1

2)
∆x − E

n+1
2

x (i+ 1
2
,j,k+1)−E

n+1
2

x (i+ 1
2
,j,k)

∆z

]
(12a)

Hn+1
z

(
i + 1

2 , j + 1
2 , k

)−H
n+ 1

2
z

(
i + 1

2 , j + 1
2 , k

)
= a1[

En+1
x (i+ 1

2
,j+1,k)−En+1

x (i+ 1
2
,j,k)

∆y − E
n+1

2
y (i+1,j+ 1

2
,k)−E

n+1
2

y (i,j+ 1
2
,k)

∆x

]
(12b)

En+1
x

(
i + 1

2 , j, k
)− E

n+ 1
2

x

(
i + 1

2 , j, k
)
=a2[

Hn+1
z (i+1

2
,j+1

2
,k)−Hn+1

z (i+1
2
,j−1

2
,k)

∆y −H
n+1

2
y (i+1

2
,j,k+1

2)−H
n+1

2
y (i+1

2
,j,k−1

2)
∆z

]
.
(12c)

Fourth step:

En+1
y

(
i, j + 1

2 , k
)−E

n+ 1
2

y

(
i, j + 1

2 , k
)
=a2[

H
n+1

2
x (i,j+1

2
,k+1

2)−H
n+1

2
x (i,j+1

2
,k−1

2)
∆z −Hn+1

z (i+1
2
,j+1

2
,k)−Hn+1

z (i−1
2
,j+1

2
,k)

∆x

]
(13a)

En+1
z

(
i, j, k + 1

2

)−E
n+ 1

2
z

(
i, j, k + 1

2

)
=a2[

Hn+1
y (i+ 1

2
,j,k+ 1

2)−Hn+1
y (i−1

2
,j,k+1

2)
∆x −Hn+1

x (i,j+1
2
,k+1

2)−Hn+1
x (i,j−1

2
,k+1

2)
∆y

] (13b)

Hn+1
x

(
i, j + 1

2 , k + 1
2

)−H
n+ 1

2
x

(
i, j + 1

2 , k + 1
2

)
= a1[

E
n+1

2
y (i,j+1

2
,k+1)−E

n+1
2

y (i,j+1
2
,k)

∆z − En+1
z (i,j+1,k+1

2)−En+1
z (i,j,k+1

2)
∆y

]
. (13c)

where a1 = ∆t/2µ and a2 = ∆t/2ε.

In the first step, only two field components H
n+ 1

2
y and E

n+ 1
2

x are
coupled implicitly. To decouple them, by substituting (10a) into (10c)
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the implicit equation for E
n+ 1

2
x is obtained as

(
1+2

a1a2

∆z2

)
E

n+ 1
2

x

(
i+

1
2
, j, k

)

−a1a2

∆z2

[
E

n+1
2

x

(
i+

1
2
,j,k+1

)
+E

n+1
2

x

(
i+

1
2
, j, k−1

)]

= En
x

(
i+

1
2
, j, k

)
+

a2

∆y

[
Hn

z

(
i+

1
2
, j +

1
2
, k

)
−Hn

z

(
i+

1
2
, j− 1

2
, k

)]

− a2

∆z

[
Hn

y

(
i+

1
2
, j, k+

1
2

)
−Hn

y

(
i+

1
2
, j, k− 1

2

)]
− a1a2

∆x∆z[
En

z

(
i+1,j,k+

1
2

)
− En

z

(
i+1,j,k− 1

2

)

−En
z

(
i,j,k+

1
2

)
+En

z

(
i,j,k− 1

2

)]
(14)

Updating E
n+ 1

2
x using (14) only requires solving a tridiagonal matrix,

which is quite efficient. Then H
n+ 1

2
y and H

n+ 1
2

z can be calculated
explicitly by using (10a) and (10b) respectively.

When H
n+ 1

2
y and H

n+ 1
2

z are obtained, in the second step only

H
n+ 1

2
x and E

n+ 1
2

y are coupled implicitly. By substituting (11a) into

(11c) the implicit equation for H
n+ 1

2
x is given as

(
1 + 2

a1a2

∆z2

)
H

n+ 1
2

x

(
i, j +

1
2
, k +

1
2

)

−a1a2

∆z2

[
H

n+ 1
2

x

(
i, j +

1
2
, k +

3
2

)
+ H

n+ 1
2

x

(
i, j +

1
2
, k − 1

2

)]

= Hn
x

(
i, j+

1
2
, k+

1
2

)
+

a1

∆z

[
En

y

(
i, j+

1
2
, k+1

)
−En

y

(
i, j+

1
2
,k

)]

− a1

∆y

[
En

z

(
i, j + 1, k +

1
2

)
−En

z

(
i, j, k +

1
2

)]
− a1a2

∆x∆z[
H

n+ 1
2

z

(
i +

1
2
, j +

1
2
, k + 1

)
−H

n+ 1
2

z

(
i +

1
2
, j +

1
2
, k

)

−H
n+ 1

2
z

(
i− 1

2
, j +

1
2
, k + 1

)
+ H

n+ 1
2

z

(
i− 1

2
, j +

1
2
, k

)]
. (15)

H
n+ 1

2
x can be obtained also by solving a tridiagonal matrix using (15).

With the approximate solutions for H
n+ 1

2
x , H

n+ 1
2

y and H
n+ 1

2
z , the
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magnetic field components E
n+ 1

2
y and E

n+ 1
2

z can be obtained explicitly
by using (11a) and (11b) respectively.

Similarly, the field components of the n+1 time step can be
computed using the simultaneous equations of the third and fourth
step in the same way.

2.2. Numerical Stability Analysis

The stability can be analyzed by the Fourier method [21, 22]. Using
the plane wave solution of the Maxwell’s equations, the amplification
factor ξ from n to n + 1

2 and from n + 1
2 to n + 1 can be solved as

From n to n + 1
2 :

ξ1,2 = 1, ξ3,4 =
2−m2

1 ±
√(

2−m2
1

)2 − 4
(
1 + m2

2

) (
1 + m2

3

)

2
(
1 + m2

3

) .

From n + 1
2 to n + 1:

ξ5,6 = 1, ξ7,8 =
2−m2

1 ±
√(

2−m2
1

)2 − 4
(
1 + m2

2

) (
1 + m2

3

)

2
(
1 + m2

2

) .

where m1 = c∆t sin(kx∆x/2)/∆x, m2 = c∆t sin(ky∆y/2)/∆y, m3 =
c∆t sin(kz∆z/2)/∆z, kx, ky and kz are wave numbers, and c is the
speed of light in the medium.

While (2−m2
1)

2 ≤ 4 as well as ∆t ≤2∆x/c, the magnitude of the
amplification factor is

|ξ| = |ξ3,4| × |ξ7,8|

=

∣∣∣∣∣∣
2−m2

1 ± i
√

4(1 + m2
2)(1 + m2

3)−
(
2−m2

1

)2

2(1 + m2
2)

∣∣∣∣∣∣

×
∣∣∣∣∣∣
2−m2

1 ± i
√

4
(
1 + m2

2

)
(1 + m2

3)−
(
2−m2

1

)2

2
(
1 + m2

3

)
∣∣∣∣∣∣
= 1.

It can be seen that the magnitude of the amplification factor
|ξ| is unity and, thus, the CFL stability condition of the proposed
method is ∆t ≤ 2∆x/c, which is more relaxed than that of the
existing WCS-FDTD method (∆t ≤ ∆x/c) [20]. As we know,
the CFL stability condition of the conventional FDTD method is
∆t ≤ 1

/(
c
√

1/∆x2 + 1/∆y2 + 1/∆z2
)

[22]. By contrast, we set

∆x =10∆y =10∆z, the ratio ∆t1/∆t2 = 2
√

201 ≈ 28.4, where ∆t1
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and ∆t2 are the maximum allowed time step sizes of the proposed
method and the conventional FDTD method respectively. As a result,
the proposed method has a greater advantage in the computational
efficiency, especially for the problems with very fine structures in one
or two directions.

2.3. Numerical Dispersion Analysis

By using the method presented in [22], the numerical dispersion
relations of the proposed method and the ADI-FDTD method are as
follows.

Numerical dispersion relation of the proposed method:

cos (ω∆t) =
2 + m4

1 − 4m2
1 − 2m2

2 − 2m2
3 − 2m2

2m
2
3 + m2

1m
2
2m

2
3

2
(
1 + m2

2

) (
1 + m2

3

) . (16)

Numerical dispersion relation of the ADI-FDTD method:

cos (ω∆t)=
1−m2

1−m2
2−m2

3−m2
1m

2
2−m2

2m
2
3−m2

1m
2
3+m2

1m
2
2m

2
3(

1+m2
1

) (
1+m2

2

) (
1+m2

3

) . (17)

Suppose that a wave is propagating at angles θ and ϕ, which
is shown in Figure 7. By substituting kx =cosθ, ky =sinθcosϕ and
kz =sinθsinϕ into the dispersion relations (16) and (17) respectively,
the numerical phase velocity vp = w/k related with θ and ϕ can be
obtained.

Firstly, the uniform cell (∆x = ∆y = ∆z) is considered, and the
cell size is set to be λ/20, where λ is the wavelength of simulation.
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Figure 1. Normalized phase velocity varying with ϕ from 0◦ to 360◦
as θ=45◦, ∆x = ∆y = ∆z =λ/20 and ∆t =2∆x/c.
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Figure 2. Normalized phase velocity varying with θ from 0◦ to 360◦
as ϕ=45◦, ∆x = ∆y = ∆z =λ/20 and ∆t =2∆x/c.
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Figure 3. Maximum normalized dispersion error varying with θ from
0◦ to 180◦ as ∆x = ∆y = ∆z =λ/20 and ∆t =2∆x/c.

As the time step size is set to be ∆t = 2∆x/c, the normalized
phase velocities varying with θ and ϕ are shown in Figures 1 and 2
respectively, and the maximum normalized dispersion error varying
with θ is shown in Figure 3. When a nonuniform cell (∆x = 10∆y =
10∆z = λ/15) is adopted, the normalized phase velocities varying with
θ and ϕ are shown in Figures 4 and 5 respectively, and the maximum
normalized dispersion error varying with θ is shown in Figure 6.

From Figures 1–6 it can be seen that the dispersion error of the
proposed method is less than that of the ADI-FDTD method, which
demonstrates that the proposed method has a high accuracy.
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Figure 4. Normalized phase velocity varying with ϕ from 0◦ to 360◦
as θ=45◦, ∆x =10∆y =10∆z =λ/15 and ∆t =2∆x/c.
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Figure 5. Normalized phase velocity varying with θ from 0◦ to 360◦
as ϕ=45◦, ∆x =10∆y =10∆z =λ/15 and ∆t =2∆x/c.

3. NUMERICAL VALIDATION

For the sake of simplicity and verifications, a rectangular cavity shown
in Figure 7 was investigated with the conventional FDTD scheme,
the ADI-FDTD scheme and the proposed FDTD scheme. The cavity
has the dimension of 30 cm × 10 cm × 10 cm. A nonuniform mesh
∆x = 5∆y = 5∆z = 1 cm was used, leading to a total number of
30× 50× 50 cells.
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Figure 6. Maximum normalized dispersion error varying with θ from
0◦ to 180◦ as ∆x =10∆y =10∆z =λ/15 and ∆t =2∆x/c.
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Figure 7. Geometry of a rectangular cavity.

3.1. Numerical Accuracy

A short current source applied along the z-direction is placed at the
central point of the cavity. The Gaussian pulse function is adopted as
the excitation, which is:

Ii (t) = exp

(
−4π (t− t0)

2

τ2

)

where τ=40∆x/c and t0 =0.8τ . The observation point B is set 10 cm
far from the source point A along the x-direction.

In the numerical example, the conventional FDTD method
was used as a benchmark to verify the accuracy of the proposed
method. Due to the limitation of the CFL stability condition,
the time step size of the conventional FDTD was chosen as ∆t =
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1
/(

c
√

1/∆x2 + 1/∆y2 + 1/∆z2
)
≈ ∆x/7.2c. For the comparison

purpose, the time step sizes of the ADI-FDTD method and the WCS-
FDTD method were chosen ∆t = ∆x/2.4c, ∆t = ∆x/1.2c and
∆t = ∆x/0.6c. At the three cases, the waveforms of the electric
field component Ez sampled at point B were shown in Figures 8, 9
and 10 respectively, and the maximum relative errors between the
conventional FDTD method and the ADI-FDTD method (the WCS-
FDTD method) were given in Table 1.

From Figures 8–10 and Table 1 it can be obviously observed that
the proposed method has a higher accuracy than the ADI-FDTD
method. At small time step size, the errors of two methods are
relatively little. However, as increasing the size of time step, the error
of the ADI-FDTD increases more rapidly than the proposed method.
This is due to the less dispersion error of the proposed method.
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Figure 8. Ez calculated by the conventional FDTD method (∆t =
∆x/7.2c), the ADI-FDTD method (∆t = ∆x/2.4c) and the proposed
method (∆t = ∆x/2.4c).

Table 1. The maximum relative errors of the ADI-FDTD method and
The WCS-FDTD method.

Time step sizes
Maximum relative errors
ADI-FDTD WCS-FDTD

∆t = ∆x/2.4c 3.017% 0.927%
∆t = ∆x/1.2c 10.901% 2.289%
∆t = ∆x/0.6c 49.595% 8.275%
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Figure 9. Ez calculated by the conventional FDTD method (∆t =
∆x/7.2c), the ADI-FDTD method (∆t = ∆x/1.2c) and the proposed
method (∆t = ∆x/1.2c).
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Figure 10. Ez calculated by the conventional FDTD method (∆t =
∆x/7.2c), the ADI-FDTD method (∆t = ∆x/0.6c) and the proposed
method (∆t = ∆x/0.6c).

3.2. Computational Efficiency

Because only four implicit equations are needed to be solve, the
proposed WCS-FDTD method is more efficient than the ADI-FDTD
method. In addition, due to more relaxed CFL stability condition, the
CPU time of the proposed is more saving than the conventional FDTD
method, especially for analyzing problems with very fine structures in
one or two directions. Table 2 shows the CPU times of three methods
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Table 2. The CPU times of numerical simulations using the
conventional FDTD method, the ADI-FDTD method and the proposed
WCS-FDTD method.

∆t =
∆x/7.2c

∆t =
∆x/2.4c

∆t =
∆x/1.2c

∆t =
∆x/0.6c

FDTD 42.154
ADI-FDTD 104.802 36.137 18.387 9.275
WCS-FDTD 76.142 26.255 13.358 6.737

at three cases, which demonstrates that the proposed method has a
more computational efficiency.

4. CONCLUSION

In this paper, we present a novel weakly conditionally stable FDTD
method which is very suitable for problems with very fine structures
in one or two directions. The CFL stability condition of the
proposed method is more relaxed and only determined by one space
discretisation. By compared with the ADI-FDTD method, the
numerical phase velocity error of the proposed scheme is much less.
Numerical example demonstrates that the proposed WCS-FDTD
method has a higher accuracy and efficiency.
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