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Abstract—Synthetic Aperture Radar is well known for producing
a radar image of the ground, so it can be used for detecting on-
the-ground object which is interesting for some applications. A
possible application can be Foreign Object Detection (FOD), which
is an important issue in aviation safety. A ground-based Circular
Bistatic Synthetic Aperture Radar (Circular-BiSAR) is introduced
in this paper. The circular movement makes it more practical
while the bistatic configuration offers some advantages. Wideband
Linear Frequency Modulated (LFM) chirp pulses are employed here,
for transmission and reception of reflection pulses to and from
the under test object. A simulated model is developed for the
system which analyzes the transmitting, receiving, Doppler and LFM
signals by considering the distances and movement of antennas. A
prototype system is launched, and some experiments are done to
detect and localize various objects based on their reflection properties
of microwaves. A processing algorithm is proposed in this paper to
confirm the detection. The results show that the proposed system can
detect and localize on-the ground objects with as small a dimension as
2 cm height and 2 cm diameter located several metres away.
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1. INTRODUCTION

Radar has a variety of applications, and detecting on the ground
objects may be one of them. One such application is Foreign Object
Detection (FOD) for airport runway scanning. The need for an efficient
FOD system is a major concern for the aviation industry since the
presence of a small object can jeopardize the safety of an aircraft.
FODs impose a direct loss around 3–4 billion US dollars per year
globally [1]. A radar system is preferable for this application due to
its larger coverage area, robustness in poor weather conditions as well
as its ability for twenty-four hours operation [2].

Synthetic Aperture Radar (SAR) is a well-known technique for
taking high resolution pictures of the ground [3]. Air and space-borne
SAR has attracted interest for many years [4]. Recently, the techniques
have successfully extended to ground-based SAR (GB-SAR); mostly,
GB-SARs are used for extracting geophysical and interferometric
information [5].

Bistatic SAR, on the other hand, expands the application of SAR
because the redundancy due to spatial separation provides flexibility,
improves its ability to detect lower Radar Cross Section (RCS) objects
and allows for a sensing system with high reliability, flexibility and
resolution [6–8].

Most of SAR systems have a linear movement trajectory; however,
there are also some researches in Circular-SAR systems where the
airborne radar rotates around the area under surveillance. The
rotation increases the aspect angle interval and allows collecting data
from different angles [9–11]. These models suffer from practical
limitations for ground-based applications. This limitation can be
solved by the model presented in [12], where the radar movement
exhibit a half-circular trajectory which its centre is out of the scanning
area The ability of this system is shown by detecting objects.

Considering the above-mentioned limitations, this paper proposes
a Ground-based Circular Bistatic Synthetic Aperture Radar (Ground-
based Circular-BiSAR) which is capable of detecting and localizing
small objects. To achieve this, the scheme employs a Wideband Linear
Frequency Modulated (LFM) chirp pulses as transmitting signal. The
advantages of using LFMs include their higher signal-to-noise ratio
and less hardware complexity compared to short impulses [13]. LFM
signals can be generated using different methods, based on desired
applications [14]. The received pulses at the radar are then passed
onto a processing algorithm which has been proposed in this paper.

In the first part of the paper, a theoretical model is developed
for the system, following by series of field experimentation using a
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prototype. The result indicated that the proposed system can detect
and localize objects as small as 2 cm high and 2 cm diameter located
several metres away. With the usage of lower frequencies, the system
may also be suitable for other applications such as mine detection and
through the wall detection applications.

In order to cover a wide area as an airport runway, a series of
the proposed system may be used. In the commercial front, some
FOD detection systems, such as Tarsier@ [2], are already in the
markets which are mentioned to be effective in object detection at
relatively far distances. However, a complete comparing the proposed
systems by them is left to the future, when the proposed system be
matured enough specially in terms of detecting far objects. However,
the proposed system has some advantages over existing methods.
Using SAR idea in this way offers some advantages to the system.
Utilizing a bistatic topology makes it flexible to be distributed to
cover bigger areas and detect lower RCS objects. In addition, it
uses centimetre-waves instead of millimetre waves, which is used by
most of the commercial systems. Using low frequencies offers the
system several advantages, for example being more robust against
harsh environmental conditions, such as rain, fog and snow, running in
a more costly manner, and being usable for applications that may need
wave penetration, such as buried or behind-obstacles object detection.

The rest of this paper is organized as follows. The Circular-BiSAR
will be introduced in detail in Section 2, followed by modelling and
simulating parts in Section 3, and experimental aspects of the system
in Section 4. Both simulation and experimental signals’ characteristics
will be analyzed in Section 5, and The Detection and localization
algorithm will be proposed in Section 6. The images of the area, as the
output of proposed algorithms will be shown in Section 7. The paper
will be concluded in Section 8.

2. GROUND-BASED CIRCULAR-BISAR SYSTEM

The proposed LFM Circular-BiSAR system consists of a transmitter
antenna installed on an arm which rotates slowly around a tower to
scan a 180◦ swath. A receiver antenna is installed on another tower
near to the receiver. A train of pulses is being sent continuously, and
their reflections are recorded for further processing. Fig. 1 shows the
layout of the proposed system for ground object detection.

The used signal for the proposed radar system is Linear Frequency
Modulated (LFM) pulses. A LFM pulse can be formulated as
follows [4, 9]:

pT (t) = rect (t/Tp) exp(jβt + jαt2) (1)
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where Tp is the pulse duration and α the chirp rate. The instantaneous
frequency of the chirp, which is the derivative of its phase respect to
time, can be measured as:

IF =
∂

∂t

(
jβt + jαt2

)
= β + 2αt, 0 ≤ t ≤ Tp (2)

As it is shown, the chirp frequency sweeps from β to β + 2αTp in the
pulse duration; hence the carrier frequency can be evaluated as:

FC = β + αTp, (3)
And its baseband bandwidth is defined as:

BW = αTp (4)
The chirp bandwidth depends on the chirp rate and pulse duration.
Fig. 2 shows an apt illustration of a theoretical transmitted signal
during the experiment.

Figure 1. The layout of circular-BiSAR.

Figure 2. Transmitted LFM signal.
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Table 1. System characteristics in circular-bisar.

Bandwidth 1.5GHz
Carrier frequency 6.75 GHz
Chirp duration 10 ms
Chirp rate, α 1.5× 1011 Hz/s

Pulse Repetition Interval 40 ms
Sampling frequency 50 kHz

Scanning time 52.180 s
Antennas heights 1.7m

Antennas distances 5.25 m

In the experiment, the chirp pulse sweeps from 6 GHz to 7.5GHz
in 10 ms, and it is repeated for every 40 ms. The characteristics of the
system and transmitted signal are tabulated in Table 1.

2.1. Pulse Compression

When the object is illuminated by the transmitted signals from the
radar, the reflected signals received at receiver exhibit identical shape
to the original signal; the only differences are their amplitudes and
time delays. The amplitude of the chirp pulse also depends on the
position of the antenna which rotates at a very slow speed, so it can be
considered as a function of slow time ‘τ ’. Thus the transmitted LFM
pulse can be represented as:

pT (t) = a (t, τ) exp
(
jβt + jαt2

)
(5)

Based on the stop-and-go assumption, the pulse will illuminate the
object and reflect back to the receiver within a time limit where the
instantaneous change in position can be neglected. Hence, the received
pulse can be considered as follows:

pR (t) = a (t− td, τ) σ exp
(
jβ(t− td) + jα(t− td)

2
)

(6)

where ‘σ’ represents the Radar Cross Section (RCS) of the object. ‘td’
is the time delay which can be expressed as td = (RT + RR)/c, where
RT , RR, c are the transmitter and receiver ranges and speed of light,
respectively. By using the homodyne receiver and neglecting the effect
of td in the envelop of the pulse (i.e., the video pulse), the resultant



306 Mohammadpoor et al.

signal will be as:

pT (t)∗pR(t) =
σa(t, τ)2

2
cos

[
2π

(
βt+αt2

)]
cos

[
2π(β(t−td)+α

(
t−td)2

)]

=
σa(t, τ)2

2
{
cos

[
2π(βt+αt2)+2π

(
β(t−td)+2πα(t−td)2

)]

+cos
[
2π

(
βt+αt2

)−2π
(
β(t−td)−2πα(t−td)2

)]}
(7)

Here, the first sinusoidal signal has high frequency because α and β
are normally very big values in comparison to td. The second low
frequency term and its harmonics can be filtered by using a low-pass
filter, which will reduce the Equation (7) to:

prec (t) =
σa (t, τ)2

2
cos

[
2π

(
βt+αt2

)−2π(β (t−td)−2πα
(
t−td)2

)]

=
σa (t, τ)2

2
cos

[
2π

(
2αtdt + βtd − αt2d

)]
(8)

Note that this is a frequency modulated and phase modulated signal
with 2αtd frequency and βtd−αt2d time delay. Therefore, by measuring
its frequency and knowing α, the value of td can be evaluated.

Using LFM pulses has some advantages. Firstly, it helps in
achieving high detection capability of a long pulse while retaining the
range resolution of a narrow pulse. Secondly, LFM pulses significantly
reduce hardware complexity, for example sampling frequency [13].
Bandwidth of the signal affects the range resolution of the system.
The range resolution of the system in direction of slant range can be
measured as δR = c

2B , where c is speed of light and B is the bandwidth
of the signal. By using the LFM specification illustrated in Table 1,
due to having a wideband signal (i.e., 1.5 GHz) the system is capable
of distinguishing between the objects of 10 cm difference in range.

3. CIRCULAR-BISAR MODELLING

A simulated model of the proposed system is needed for further
processing. Doppler frequency has already been derived for 2D view
in [15], and in this paper it will be evaluated in a 3D view of the
proposed system as shown in Fig. 3. The XY Z-coordinate system is
established so that its origin placed on the transmitter platform ‘O’.
The height of the antennas and the arm length are shown as ‘h’ and ‘r’.
The squint and grazing angles between the antennas are also shown as
‘η’ and ‘ξ’ respectively. ‘η’ varies by slow-time while ‘ξ’ depends on
the object range. While the transmitter antenna is rotating, its angle
to the x-axis can be represented as a function of slow time ‘ϕ(τ)’.
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By considering a point object at ‘P ’ position with ground range
‘RTg’ and angle ‘θ’ with respect to x-axis, the distance between the
transmitter antenna and the object can be evaluated as a function of
slow time, as:

RT = AP =
√

OP 2 + OA2 − 2OP ·OA cos (ψ) (9)

where ‘ψ’ is the solid angle consisting of two items; (ϕ (τ)− θ) on the
ground plane and ‘γ’ on the orthogonal plane. ‘γ’ keeps constant during
rotation (i.e., γ = tan−1 (h

r )), while (ϕ (τ)− θ) varies in slow-time. It
can be shown that:

cos(ψ) = cos(γ) cos(ϕ (τ)− θ) (10)

So Equation (9) can be rewritten as:

RT = AP =
√

OP 2 + OA2 − 2OP ·OA cos (γ) cos ((ϕ (τ)− θ)) (11)

The Doppler frequency is defined as derivative of range, normalized by
wavelength [16], means:

fD =
1
λ

∂(RT + RR)
∂τ

=
1
λ

∂(RT )
∂τ

=
1
2λ

2OP ·OA · cos (γ) · dϕ(τ)
dt · sin (ϕ (τ)− θ)√

OP 2 + OA2 − 2OP ·OA cos (γ) cos ((ϕ (τ)− θ))
(12)

Figure 3. 3D view of the CSAR system.
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Figure 4. Doppler signal of a point object at 45◦.

dϕ(τ)
dt is the angular velocity of the rotating transmitter and can be

shown as Ω( rad
sec ), hence:

fD =
1
λ

r ·Rg · Ω · cos (γ) sin (ϕ (τ)− θ)
R

(13)

In addition to Doppler frequency, the strength of the signal produced
by a point object also depends on its range, reflectivity and the solid
angle to the antenna. Considering all these parameters as well as
antennas tilting angles; the absolute value of Doppler signal when a
point object positioned at 45◦ (respect to x-axis) is shown in Fig. 4. As
it has shown, the Doppler signal almost follows the antenna pattern;
this similarity can be used as a tool for detecting and localizing the
point-object.

4. CIRCULAR-BISAR EXPERIMENTAL SETU

Experimental part is the most important part due to lots of parameters
that may affect the system. In this way, a prototype of the proposed
Circular-BiSAR is launched over a clear field which is similar to an
airport runway. The horn antenna, the arm, and the computer-
controlled motor which are the transmitter part, are shown in Fig. 5(a).
The receiver antenna which is a horn antenna installed on a tower is
shown in Fig. 5(b). A N-type connector which is a metallic cylinder
with 2 cm diameter and 2.5 cm height is used as the object, as shown
in Fig. 5(c). The object size is selected based on FOD definition [17].
The height of the towers as well as the antennas’ angles are adjusted
iteratively until the position where the biggest joint-area and strongest
reflection from the object are attained.
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(a) (b) (c)

Figure 5. Experimental setup. (a) The transmitter part. (b) The
receiver antenna. (c) Object shape.

Figure 6. Schematic view of transmitter and receiver circuit.
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A schematic circuitry diagram of the transmitter and receiver is
shown in Fig. 6. A signal generator is used to generate the LFM pulses.
A video pulse (i.e., the envelop of LFM pulses) is also produced which
will be used to extract the pulses in a synchronous manner. The LFM
output is split into two parts: one part is used for transmitting after
amplification, while the other is used as a reference local oscillator
in the receiver. The received signal in each receiver is amplified and
down-converted using the mixer prior to filtering the high frequencies
using the lowpass filter [18].

The mixer, which is a nonlinear device, multiplies the received
signal with the reference signal. The output of the mixer comprises of
both low frequency and highfrequency parts as shown in Equation (21).
By using a LowPass Filter (LPF), the lowfrequency part can be
recorded by a low-cost AnaloguetoDigital Converter (ADC).

The video pulse in channel 2 is synchronized with the pulse train
and can be used to extract the pulses, thereby ensures a coherent signal
processing. While receiving this train of pulses, the antennas keep
rotating, and hence each pulse carries information about the scanned
area at that time instant.

To analyze the system ability in detecting and localizing small
objects, a small object is placed at 6.75 m and its angle is 36◦ respect
to the x-axis.

4.1. Frequency-range Calibration

The relationship between range and frequency beat is given by [9] and
calculated in Equation (8) where:

fbeat = 2αtd = 2α(RT + RR)/c (14)

The total time delay of the signal consists of a delay in free space and
a circuit delay, including delay in cables, connectors, components, etc..
Thus, Equation (14) can be rewritten as:

fbeat = fcd + 2αtd = fcd + 2α(RT + RR)/c (15)

where ‘fcd’ is the frequency due to circuit delay. ‘fcd’ is difficult to be
measured, so a more practical formula is used as follows:

fbeat = f1 +
2α

c
(RT + RR − 1) (16)

where f1 is the frequency beat generated by a reference point at 0.5m
slant range from the antennas in a monostatic configuration.

A frequency-range profile for the system can be achieved during
the calibration stage. more details about it can be found in [12].
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5. SIGNAL CHARACTERISTICS

By concurrently sending the LFM pulse train during the scanning
period and recording the received signal, a long-period pulse train
signal is acquired. Considering the scanning time and pulse width, the
scanning area is divided into 52.180/0.04 ∼= 1304 arcs. In this way, 1304
pulses are recorded. By considering a 180◦ clockwise rotation about
the centre of the antenna as shown in Fig. 2(a), and for 1304 slow time
(ST ) positions, the first pulse in the train corresponds to ST = 1 which
is the starting position; the 652nd pulse depicts ST = 652, which is
the point where the antennas cross the middle line, and the last pulse
indicates the stopping position.

In simulation part, the recorded signal can be attained by inserting
a single-frequency sinusoidal waveform into the Doppler signal during
the pulse width. Its frequency can be calculated by using Equation (8)
where RT is varying by slow-time. Fig. 7 shows a part of theoretical
and experimental signals.

As inferred first, the experimental signal does not look like the
theoretical one, due to running the experiment in a real field, so the
object signal is hidden among infinitive numbers of clutter signals. In
order to remove the clutter, the system runes two time, firstly over a
clear field, and secondly when the object is placed at its position. Now,
the pure object signal can be obtained by clutter removing. A point at
6.75m range and 45◦ is selected for analyzing the system and shown as
P1 through this paper. Fig. 8 shows the theoretical and experimental
signals when the object is at P1. The amplitudes are normalized to
one. The object effect is just appeared in the pulses when it was in
the both antennas scene; so ST = 352 which is the point that the
transmitter antenna faced to the object is selected in Fig. 8. From the
range measuring Equation (16), the expected frequency beat, which
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Figure 8. Theoretical and experimental signal when the object is at
P1. (a)Full span. (b) Zoomed in around the expected frequency beat.

creates by the object at P1 position is 8.65 KHz. This is coinciding
with simulated and experimental frequency beat shown in Fig. 8.

As shown in Fig. 8, some other peaks may also appear in addition
to the object beat. These may be due to thermal noise, quantizing
noise, multiplicative noise (i.e., small instability of radar) or even a
moving insect or leaf in the area. They will be deleted in the next step
when their trend is tracked in different slow-times.

6. CIRCULAR-BISAR SIGNAL PROCESSING

There are several processing algorithms for different SAR and BiSAR
systems as shown in [19]. A new processing algorithm for the proposed
circular-BiSAR system is proposed in this paper. The algorithm is
divided into two parts, which will be discussed in this section.
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6.1. Extracting Algorithm

A pre-processing algorithm for extracting the pulses from the pulse
train is introduced. The start of each pulse is detected by finding the
positive edge of the video pulse signal. A certain length of the signal
is recorded based on the pulse duration and sampling frequency. A
Hilbert-Huang transform (HHT) [20, 21] is applied on the pulse, to
filter the DC value. Fast Fourier Transform (FFT) is then applied
on the resultant pulse in order to convert it to the frequency domain.
The output of the proposed pre-processing algorithm is a matrix with
number of rows as the number of pulses in the signal (i.e., 1304 in this
case) and number of columns as half of the number of FFT points.

6.2. Detecting and Localizing Algorithm

An algorithm is introduced in this section in order to detecting and
localizing the object using data-matrices attained by simulation or
by applying extracting algorithm over experimental recorded signal.
Range compression is done in the homodyne receiver circuit. Cross-
range compression is done in this section by means of matching the
object Doppler signal by its equivalent simulated signal.

The resultant matrix, upon applying the extracting algorithm on
a clutter signal is a 1304×NFFT/2 matrix. Another matrix with the
same dimensions is constructed from the object signal, for instance,
when the object is at P1. This matrix carries information about the
object which is embedded in clutter. The pure object-only matrix
can be attained by coherent subtracting the two matrices. This new
matrix will be referred as the object matrix in future processing. Its
rows represent the different slow-time positions of the antennas. Each
column on the other hand, represents the frequency of the iso-range of
the object within the vicinity of the antennas. The object signature
appears when the object falls within the beam of both antennas, as
shown in Fig. 8.

The algorithm calculates the peak positions shown in Fig. 8. The
points which their amplitudes are bigger than the noise threshold are
considered as candidate frequencies. The noise threshold is changing
in each frequency, and it can be defined in the calibration stage as the
value created by the smallest detectable object at that frequency.

Each frequency represents a unique summation range by using
Equation (16), so by having the beat frequency, (RT + RR) is known,
which represents an iso-range. From a mathematical point of view, the
locus of the points with a constant summation distance (RT + RR =
Const) from two focal points is an ‘ellipse’, as shown in 2D in Fig. 9. In
this case, the focal points are the transmitter and receiver antennas, so
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Figure 9. Ellipse definition for two focal points.

0 200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

400 600 800 1000 1200

Experimen

Simulation

nt

n

N
o
rm

a
liz

e
d
 a

m
p
lit

u
d
e

Slow-time

Figure 10. A slice of beat frequency in all slow-times.
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the ellipse projection on the ground can be considered as the ground-
iso-range.

On the other hand, the candidate frequency values in all slow-
times can be approximated as the object Doppler signature; hence it
can be used for cross-range analyzing. Fig. 10 shows the column of the
data-matrix at the beat frequency. Both experimental and simulation
signatures are presented at the same figure. The experimental
signature may be smoothed by using different techniques such as taking
its envelop, de-noising using wavelet tools or averaging around a small
frequency band around the beat frequency. The latter one is due to
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this fact that the beat frequency covers a small band.
Instead of the simulated matrix column, the simulated Doppler

signature can be used. Fig. 11 compares the Doppler signature by
matrix column at beat frequency; as it is shown they are close to each
other, especially in bigger amplitudes, where the antenna faces the
object.

In order to find the position of the object in slow-time (i.e., the
object angle), the signal from the object was compared to the simulated
Doppler’s signal. Several shifted copies of the Doppler signature in
a band of slow-time positions around the peak position are used as
reference signals for cross-range imaging technique in circular-BiSAR.
Square Euclidean distances between two signals are measured. The
summation of all points is considered as the similarity merit, so that its
minima represent the matched signal, which is the slow-time position
of the object (its angle).

The remaining problem is to clarify the object by knowing the
range summation (i.e., iso-range) and angle. As it has shown in Fig. 12,
(RT + RR), and θ are known. d, h, r are towers distance, height and
arm-length, which are known from system configuration. The problem
might be simplified as below:

Known parameters:
RT + RR = A, A is a known value (17)

θ, d, h, r

The problem is finding RTg.
In order to solve it, the following formulas can be extract by

Fig. 12:

(RTg − r)2 + h2 = R2
T (18)

R2
Rg + h2 = R2

R (19)

By inserting (18) and (19) in (17), we can have:
√

R2
Rg + h2 +

√
(RTg − r)2 + h2 = A (20)

RRg =

{[
A−

√
(RTg − r)2 + h2

]2

− h2

}1/2

(21)

Also by evaluating the two triangles created by plotting the normal
line from object to base-line, we can obtain:

[
d−RTg cos

(π

2
− θ

)]2
+

[
RTg sin

(π

2
− θ

)]2
= R2

Rg (22)

By inserting RRg calculated in Equation (21) into Equation (22), a long
equation for calculating RTg will be attained. This equation can be
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Figure 12. Object localizing after measuring iso-range and angle.

solved using numerical methods and the possible answer in the desired
area will be attained. Therefore the position of the object will be
defined.

7. CIRCULAR-BISAR IMAGIN

Range processing in circular-BSAR defines the iso-range of the object.
By applying the cross-range processing, the iso-Doppler of the object
will be known. Iso-range and iso-Doppler curves will grid the scanned
area into several cells, as shown in Fig. 13. As illustrated, iso-Dopplers
are lines origin from the transmitting source. Iso-ranges, on the
other hand, are ellipses where their focal points are transmitter and
receiver antennas. The cell-sizes depend on the scanning speed and
cell positions. The cross-range resolution of the system depends on
the distances of the iso-Dopplers which depend on the rotation speed.
The objects used in the experiments are smaller than the cell-sizes and
the cross-connection point of iso-range and iso-Doppler is considered
as the object position.

In order to generate an image of the area, we can divide the area
into plenty of small cells, as shown as the background in Fig. 13. The
size of these under-layer cells is considered as 1 cm× 1 cm, to produce
a high resolution image of the area. By applying the range and cross-
range analysis methods on an experimental data-set, the iso-ranges
and iso-Dopplers for each point of the area are defined. Iso-curves will
get bigger values at the object position. Therefore, the multiplication
of the two iso-curve values is assigned to each under-layer cell of cross-
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Figure 13. Scanned area gridded into cells.
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Figure 14. Image of the area where a small object is placed at 6.75 m
and 36◦.
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Figure 15. Pure image of the area where a small object is placed at
at 6.75 m and 36◦.

Figure 16. Resolution cells in Cartesian coordinate directions.

connection point of the two curves. Repeating this iteration for all
under-layer cells will generate an image of the scanned area. Fig. 14
shows the generated image by analyzing the data-set of scanning the
area where an object is placed at 6.75 m and 36◦.

As illustrated in Fig. 14, the object is detected. In addition
more other objects are also detected. They are environmental objects,
hence their positions and values depend on the area. Regarding the
application, the main aim is highlighting the foreign object. Therefore,
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Figure 17. Circular-BiSAR resolution in (a) x-axis direction, (b)y-
axis direction.

first the scanning system is launched over the clear area (i.e., without
existing the object) to generate a clutter matrix. By this, all existing
things are considered as clutter. After throwing the object on the area,
the system scans the area again. The clutter matrix is subtracted from
data matrix recorded in this step to obtain another data matrix which
carries the pure effect of the object. By processing the clutter-removed
matrix we can create an image of the area which just shows the object
effect. Fig. 15 shows the generated image.

8. SYSTEM RESOLUTION IN CARTESIAN DIRECTION

As explained in Sections 2 and 7, the range and cross-range resolutions
are vectors in direction of bisector and iso-range of the system, as shown
in Fig. 16 where δR, δCR and β are range and cross-range resolutions
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and bistatic angle respectively.
Since the values and directions of them are changin in the space,

resolution in Cartesian directions maybe helpful to evaluate the system
resolution. The resolution in the x-axis and y-axis directions can be
calculated as:

δX =min {|PA| , |PB|}=min{|δR cos(θ−β/2)| , |δCRsin(θ−β/2)|} (23)
δY =min {|PC| , |PD|}=min {|δR sin(θ−β/2)| , |δCR cos(θ−β/2)|} (24)

Fig. 17 shows the system resolution in x and y directions for an
100m × 100m area. The positions of the transmitter and receiver
antennas are shown and the worst cases area are highlighted. As shown,
the worst resolution values will not exceed from 16 cm in x-direction
and 25 cm in y-direction.

9. CONCLUSION

Circular-BiSAR, a Ground-based Circular Synthetic Aperture Radar,
is introduced in this paper to detect on-the-ground objects. One
possible application of the system could be runway FOD detection.
Using the system for other possible applications is left for future.
The system is first analyzed mathematically, and then a prototype is
developed for further experimentation. Here, a transmitter antenna is
installed on an arm that rotates slowly about a pivot with the aid of a
pc-controlled motor on a tower. A receiver is installed on another tower
aligned with transmitting tower. A Linear Frequency Modulated chirp
signal with 1.5GHz bandwidth is used. Several experiments are done to
detect a small 2 cm× 2 cm cylindrical object at various distances. The
received signals are down-converted using a circuit, and then recorded
by a computer. A processing algorithm is developed for analyzing the
signals and generating an image of the area based on them. From the
resultant images, it is found that the proposed Circular-BiSAR system
is capable of detecting and localizing even small on-ground-objects
located several meters away from the antenna. It can be concluded
that the proposed BiSAR system could be a suitable alternative for
use as FOD detection systems, after some modifications to increasing
its coverage.
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