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Abstract—Although a Coherent Transponder (CT) is widely utilized
in the field of Synthetic Aperture Radar (SAR), its Digital Elevation
Model (DEM) has not yet been well studied for Interferometry SAR
(InSAR). Based on the fact that the interferometry phase is a constant
for CT with single transmit antenna, this paper mainly focuses
on InSAR DEM induced by CT. The decorrelation effect in the
intersection region of CT and natural terrain is researched in detail to
support the analysis of CT’s phase-unwrapping. The most important
property, which makes DEM of CT unique, is found to be the “slope”
effect. The incline angle of “main slope” of DEM is verified to be
determined only by the depression angle of InSAR baseline, whereas
the incline angles of the “subordinate slopes” are affected by all the
geometric parameters of InSAR baseline. Finally, all the incline angles
are independent of CT’s waveform modulations, since the modulations
have no contribution to the interferometry phase.

1. INTRODUCTION

Synthetic Aperture Radar (SAR) has drawn much attentions of
the remote sensing community during the past fifty years [1–4].
Extended from its basic function of two-dimensional imaging, many
branches of SAR family have enabled new functions for remote sensing
applications, e.g., Polarimetric SAR (PolSAR) [5], multiband SAR [6],
bistatic SAR [7, 8], Multi-Input Multi-Output SAR (MIMO SAR) [9],
circular SAR [10], and Interferometry SAR (InSAR). Obviously, many
techniques concerning SAR are still being developed nowadays [11–13]
and will become mature in future.
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A Coherent Transponder (CT) was developed long time
ago [14, 15] and can serve dual purposes in the area of SAR. One
of them is for the calibration of SAR system, such as an active
transponder [16, 17]. The other is for the destruction of SAR imaging,
such as a coherent jammer. As illustrated in [18], SAR CT is widely
utilized for Electronic Counter Measures (ECM), since it has the ability
to forge false and verisimilar targets in SAR images and can obtain
the processing gain of SAR pulse compression [18]. Although the
performances of CT have now been well studied in SAR 2-D imaging
and Interferometry SAR (InSAR) has achieved a good state of art in
this decade [19, 20], some properties of CT are still unclear in InSAR
Digital Elevation Model (DEM).

Considering the coherence between jamming and SAR transmitted
signal, SAR ECM can be divided into three categories [18]: the
incoherent jamming [21, 22], partially coherent jamming [23, 24], and
coherent jamming [18, 25]. From this point of view, CT falls into
the third category of SAR ECM. In fact, if the jamming can
be detected by SAR, it can be canceled through a number of
Electronic Counter-Counter Measures (ECCM) techniques [26], e.g.,
the wideband sidelobe-cancellation [27], spatial filtering [28], and
adaptive beamforming [29]. Although CT has the least probability
to be detected by a traditional SAR, it may still be detected by InSAR
through the analysis of its DEM and may also be defeated by SAR
ECCM techniques mentioned above. This is also an important impetus
for us to study the properties of CT in deeper depth.

Upon our earlier research presented in [26], the interferometry
phase of CT with arbitrary waveform modulations has been proved
to be a constant for both single-pass and repeat-pass InSAR working
modes. To continue the work of [26], we mainly focus on the DEM
properties of CT in this paper and try to illustrate the differences
between DEMs forged by CT and that formed by natural terrain.
The rest of the paper is organized as follows. Section 2 discusses the
slant-range frequency spectrum and the quality map of CT. Section 3
presents the DEM “slope” effect of CT. Section 4 gives the simulations
of “slope” effect. Section 5 gives the conclusion.

2. THE QUALITY MAP OF CT

There are four popular quality maps for InSAR: correlation
map, pseudo-correlation map, phase-derivative-variance map, and
maximum-phase-gradient map [30]. The correlation map is important
because it is the best estimator for the quality of the phase data
extracted from InSAR data [31, 32]. For both path-following and
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minimum-norm phase unwrapping methods, correlation map can
be utilized to improve the unwrapping performances. Under the
considerations mentioned above, only correlation map of CT is
discussed in this section.

The two-dimensional frequency spectrum of CT in InSAR’s two
channels can be expressed as [26]

{
Gm (fr, fa) = G̃ (fr, fa) exp {−jΦm}
Gs (fr, fa) = G̃ (fr, fa) exp {−jΦs} (1)

where both the subscripts “m” and “s” represent master channel and
slave channel of InSAR system; fr and fa are fast-time frequency and
Doppler frequency; j =

√−1, G̃ (fr, fa) is a function determined by
CT’s waveform modulation.

G̃ (fr, fa) = G
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fc is the carrier frequency of SAR transmitted signal, va the velocity
of SAR platform, c the velocity of light, and Kr the chirp rate.

Φm =
4π (Rm −Rref )

c
(fc + fr) (3)

Φs =





4π [0.5 (Rm + Rs)−Rref ]
c

(fc + fr) single-pass
4π (Rs −Rref )

c
(fc + fr) repeat-pass

(4)

Rm is the minimum slant range between the master antenna’s phase
center and the transponder’s transmit antenna phase center. Rs is
the minimum slant-range between the slave antenna phase center and
the transponder’s transmit antenna phase center. Rref is the reference
slant-range of InSAR imaging scene center.

The relationship between the two-dimensional frequency spec-
trums of InSAR’s two channels can be deduced from (1) as

Gm (fr, fa) = Gs (fr, fa) exp {−j∆Φ} (5)

where

∆Φ =





2π (Rm −Rs)
c

(fc + fr) single-pass
4π (Rm −Rs)

c
(fc + fr) repeat-pass

(6)



354 Liu et al.

(a)

(b)

Figure 1. The frequency spectrums in InSAR’s two channels. (a)
The slant-range frequency spectrums of natural terrain in InSAR’s two
channels. (b) The slant-range frequency spectrums of CT in InSAR’s
two channels.

It can be seen from (5) that there exists only a phase shift
between the two channels’ frequency spectrums. For repeat-pass
InSAR working mode, this conclusion is also true except that the
phase difference in (5) is now changed twice. Therefore, CT’s two-
dimensional frequency spectrums in the two channels of InSAR are
overlapped with each other. This phenomenon is quite different
from that of natural terrain of which the two-dimensional frequency
spectrums are shifted proportionally to InSAR baseline length in slant-
range direction (as shown in Fig. 1). From this point of view, the
coherency of CT is higher than that of natural terrain for InSAR’s
two channels, because decorrelation happens in the imaging results of
natural terrain in InSAR’s two channels but not in that of CT.

Also, the coherence of CT’s interferogram can be understood for
the definition of correlation coefficient. The correlation coefficient of
CT in InSAR’s two channels can be expressed in the discrete form as

χ =
∑

gm (i, j) g∗s (i, j)√∑ |gm (i, j)|2 ∑ |gs (i, j)|2
(7)

where i and j denote the indexes of pixels in slant-range direction and
azimuth-range direction, respectively. (·)∗ denotes complex conjugate.
gm (i, j) and gs (i, j) are the imaging results of master channel and
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slave channel after InSAR image registration, respectively.
The Schwarz inequality states that

∣∣∣
∑

gm (i, j) g∗s (i, j)
∣∣∣ ≤

∣∣∣∣
√∑

|gm (i, j)|2
∑

|gs (i, j)|2
∣∣∣∣ (8)

So the magnitude of χ (i.e., |χ|) has never been greater than one
in value. Equality in (8) holds if and only if

gm (i, j) = C · gs (i, j) (9)

where C is a complex constant. Note that gm and gs are the Inverse
Fourier Transform (IFT) of Gm and Gs after the image registration of
InSAR, but not merely the IFT of them [26]. As demonstrated by [26],
the relationship between gm and gs can be written as

gm (i, j) = gs (i, j) exp {−jθ} (10)

where

θ =





2π (Rm −Rs)
c

fc single-pass
4π (Rm −Rs)

c
fc repeat-pass

(11)

Comparing (9) and (10), we obtain

C = exp {−jθ} (12)

i.e., the correlation coefficient of CT’s interferogram is of unity
magnitude. For natural terrain, the magnitude of correlation
coefficient is usually smaller than one, also smaller than that of CT.
Although the flat earth phase is removed from InSAR interferogram
before the phase unwrapping process, the relationship presented in
(10) also holds true for phase unwrapping, due to the usage of the
same flat earth phase for InSAR’s two channels. Therefore, good
quality map would be expected for CT’s interferogram, so long as the
transmit power of CT is big enough to suppress the echo from its
background terrain. However, the correlation coefficient will decrease
in the intersection region of CT and natural terrain, and this can be
further pursued as follows. In the region of high Jamming-to-Clutter
power Ratio (JCR), the interferometry phase of InSAR interferogram
is determined by CT (as shown in Fig. 2). On the contrary, the
interferometry phase of InSAR interferogram is determined by natural
terrain in the region of low JCR. If JCR changes dramatically in
the intersection region of CT and natural terrain, the interferometry
phase of InSAR interferogram may also be changed prominently. This
phenomenon implies that the coherence of InSAR interferogram will
decrease in the intersection region.
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Figure 2. InSAR interferogram in high JCR region.

3. THE “SLOPE” EFFECT OF CT’S DEM

As elucidated by [26], if a CT has only a single transmit antenna,
the interferometry phase of its transmitted signal will be a constant,
equal to the interferometry phase of the terrain where the CT lies
in. Since the CT and its transmit signal has the same interferometry
phase, they will have the same wave number difference with respect
to InSAR’s two channels, i.e., they should have the same slant range
difference with respect to the master and slave channels. Also, InSAR
interferometry phase will remain unchanged along the across-range
direction if changes do not happen in vertical direction or ground-
range direction. This means that the DEM of CT will be independent
of the across-range direction. Upon this consideration, only the two-
dimensional coordinates consisting of the ground-range direction and
the vertical direction are considered in the following, which are denoted
as the Y -O-Z coordinates in Fig. 3. Both the InSAR baseline and the
transponder are assumed to be in the Y -O-Z plane in Fig. 3, namely,

xm = xs = xt = 0 (13)

where xm, xs and xt denote the across-range direction coordinates of
the antenna phase center with respect to InSAR’s two channels and
the CT, respectively. Also, the coordinates corresponding to xm, xs

and xt in the other two directions can be denoted as {ym, zm}, {ys, zs},
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Figure 3. The geometric positions of the coherent transmitter and
InSAR baseline.

and {yt, zt}, respectively. From Fig. 3, it can be seen that{
ym = 0
zs = zm + hs

(14)

where hs is the length of InSAR baseline in vertical direction. Also,
the slant range between the transponder and the master channel can
be written as

rt−m =
√

y2
t + (zm − zt)

2 (15)

Similarly, the slant range between the transponder and the slave
channel can be written as

rt−s =
√

(yt − ys)
2 + (zm − zt + hs)

2 (16)

The slant range difference between rt−m in (15) and rt−s in (16) is
∆rt−ms = rt−m − rt−s

=
√

y2
t + (zm − zt)

2 −
√

(yt − ys)
2 + (zm − zt + hs)

2 (17)

If the coordinates of the jamming in the Y -O-Z plane are denoted
as {y, z}, then its slant range difference with respect to the InSAR’s
two channels can be written as

∆rms (y, z) =
√

y2 + (zm − z)2 −
√

(y − ys)
2 + (zm − z + hs)

2 (18)

As mentioned previously, the slant range differences with respect
to InSAR’s two channels are equal to each other for both the CT
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induced DEM and the terrain where CT lies in, namely, ∆rms (y, z)
in (18) is equal to ∆rt−ms in (17).

∆rms (y, z) = ∆rt−ms (19)

In fact, (19) is a hyperbolic function with independent-variables
of x and y (i.e., the CT’s coordinates in the Y -O-Z plane). Since the
jammer is usually far away from InSAR and the baseline length of
InSAR relatively short, the hyperbolic function at the position of CT
(i.e., the coordinates of {yt, zt}) can be approximated by the Taylor
series expansion linearization. By neglecting the second and higher
order terms, the two-dimensional Taylor expansion of ∆rms (y, z) at
the point of {yt, zt} can be expressed as

∆rms (y, z) ≈
√

y2
t + (zm − zt)

2 −
√

(yt − ys)
2 + (zm − zt + hs)

2

+


 yt√

y2
t + (zm − zt)

2
− yt − ys√

(yt − ys)
2 + (zm − zt + hs)

2


 (y − yt)

+


 zt − zm√

y2
t + (zm − zt)

2
− zt − zm − hs√

(yt − ys)
2 + (zm − zt + hs)

2


 (z − zt)(20)

By combining (17), (19) and (20), we obtian
 zt − zm√

y2
t + (zm − zt)

2
− zt − zm − hs√

(yt − ys)
2 + (zm − zt + hs)

2


 (z − zt)

≈−

 yt√

y2
t +(zm−zt)

2
− yt−ys√

(yt − ys)
2+(zm−zt+hs)

2


 (y − yt) (21)

Then (21) can be rewritten in a more concise form

z − zt ≈ − ys − ytr
−1
t−m∆rt−ms

hs + (zm − zt) r−1
t−m∆rt−ms

(y − yt) (22)

As shown in Fig. 3, we can obtain the following relationships{
ytr

−1
t−m = sin ϑ′

(zm − zt) r−1
t−m = cosϑ′

(23)

where ϑ′ is the complementary angle of InSAR’s depression angle. And
{

ys = l cosβ
hs = l sinβ
∆rt−ms ≈ l cos (β + π/2− ϑ′) = l sin (ϑ′ − β)

(24)
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where l and β are the length and incline angle of InSAR baseline,
respectively. Substituting (23) and (24) into (22) yields

z − zt ≈ − l cosβ − l sin (ϑ′ − β) sin ϑ′

l sinβ + l sin (ϑ′ − β) cos ϑ′
(y − yt) (25)

For the case of ϑ′−β = π
2 , the InSAR’s line of sight will be above

the horizontal direction, and the terrain cannot be imaged by InSAR.
For the case of ϑ′ − β = −π

2 , the incline angle of InSAR baseline will
be bigger than π

2 . Therefore, the inequality of ϑ′−β 6= ±π
2 would hold

true for most of the InSAR systems. And the fraction in the right side
of (25) can be expressed as

l cosβ − l sin (ϑ′ − β) sinϑ′

l sinβ + l sin (ϑ′ − β) cosϑ′
= cotϑ′ (26)

Substituting (26) into (25) yields

z − zt ≈ − cotϑ′ · (y − yt) = − tanα · (y − yt) (27)

where α is the depression angle of InSAR. Since the interferometry
phase of CT is a constant and independent of the across-range direction
(namely, the x axis in Fig. 3), its distribution in InSAR DEM will also
be irrelevant to the across-range direction. Thus, it can be deduced
from (27) that the jamming is distributed within a slant plane, and
the incline angle of the slant plane is equal to the supplementary angle
of InSAR’s depression angle α.

As discussed in Section 2, the quality map in the intersection
region of CT and natural terrain will decrease, if JCR varies
dramatically in the region. This will induce residues in this region
where the interferometry phase difference between CT and natural
terrain is relatively big. For both path-following and least-norm phase
unwrapping algorithms, the residues in the intersection region will
introduce “shear” or boundaries of discontinuities between two regions
(i.e., high JCR region and low JCR region).

Since the interferometry phase derived from InSAR interferogram
is “wrapped”, the interferometry phases with equal value in InSAR
interferogram are not necessary corresponding to an equal slant-range
difference (as shown in Fig. 4). So (19) can be extended to

W

{
2π

∆rms (x, y)
λ

}
= W

{
2π

∆rj−ms

λ
+ 2kπ

}
(28)

where W defines a wrapping operator, k = 0, ±1, ±2, . . ., λ is the
carrier wavelength. Obviously, (28) is a necessary but not sufficient
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Figure 5. Multi-slope effect for the DEM of CT.

condition of (19). Combining (17), (20), and (28) yields

 zt − zm√

y2
t + (zm − zt)

2
− zt−zm−hs√

(yt − ys)
2+(zm − zt + hs)

2


(z − zt)+kλ

≈

 yt√

y2
t + (zm − zt)

2
− yt − ys√

(yt − ys)
2 + (zm − zt + hs)

2


 (y − yt)(29)

Then (21) can be rewritten in a more concise form

(z − zt) + γckλ ≈ − ys − ytr
−1
t−m∆rt−ms

hs + (zm − zt) r−1
t−m∆rt−ms

(y − yt) (30)
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where

γc =
rt−mrt−s

(zt − zm) rt−s − (zt−zm−hs) rt−m
=

rt−mrt−s

∆rt−ms (zm−zt) + hsrt−m

(31)
Substituting (23) and (24) into (30) and after some manipulations

yields
z − zk ≈ − tan α̃ · (y − yk) (32)

(a) (b)

(c) (d)

Figure 6. Scenario I: The InSAR processing results of CT and the
“slope” effect (the baseline length is 2m, the depression angle is 30 deg,
the baseline incline angle is 60 deg). (a) The 2-D image of master
channel. (b) The interferometry phase. (c) The phase-unwrapped
interferometry phase. (d) The InSAR DEM (the slope’s incline angle
is 150 deg).
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where α̃ must satisfy the following constraint

α̃ = arcsin
[
sin (α + β) + k

λ

l

]
− β (33)

l is the baseline length of InSAR.
Therefore, the DEM of CT can be distributed within multiple

slant planes, whereas its incline angle of each plane would be different
from that presented in (27). If k = 0, (33) is reduced to (27), and the
slope is called main slope (as shown in Fig. 5). If k 6= 0, the incline
angle presented in (33) is different from that in (27), and those slopes
are called subordinate slopes (as shown in Fig. 5). The phenomenon
presented in Fig. 5 is called “multi-slope” effect of CT in InSAR DEM.

(a) (b)

(c) (d)

Figure 7. Scenario II: the InSAR processing results of CT and the
“slope” effect (the baseline length is changed to 6 m). (a) The 2-D
image of master channel. (b) The interferometry phase. (c) The phase-
unwrapped interferometry phase. (d) The InSAR DEM (the slope’s
incline angle is 150 deg).
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4. SIMULATION AND ANALYSIS

In order to analyze the distribution of the DEM induced by CT, a 10 dB
JCR (the CT’s transmitted signal is deemed as jamming here), is set in
the following simulation scenarios from I to V. Scenario I is presented
as the reference scenario in the simulation, and its parameters are set
as follows. The baseline length of InSAR is 2 m; the vertical height of
InSAR master channel is 8 km; the depression angle and the incline
angle of InSAR baseline are 30 deg and 60 deg, respectively. The
terrain, determining the background clutter, is a flat plane with an
area of 500 m×500m in both the ground-range and azimuth directions.

(a) (b)

(c) (d)

Figure 8. Scenario III: The InSAR processing results of CT and the
“slope” effect (the baseline incline angle is changed to 45 deg). (a) The
2-D image of master channel. (b) The interferometry phase. (c) The
phase-unwrapped interferometry phase. (d) The InSAR DEM (the
slope’s incline angle is 150 deg).
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The axes scale in the following figures is adjusted in accordance with
the imaging scene. The CT lies in a position with −15m offset from
the center of the terrain in the ground-range direction. The frequency-
shift modulation [18] is utilized by the CT to produce a rectangular
block in InSAR images.

Scenarios II to IV share the same set of parameters with scenario I
except that the baseline length in scenario II is 6m; the incline angle
of InSAR baseline in scenario III is 45 deg; the depression angle and
the incline angle of the baseline in scenario IV are 60 deg and 30 deg,
respectively.

(a) (b)

(c) (d)

Figure 9. Scenario IV: The InSAR processing results of CT and
the “slope” effect (the baseline depression angle is changed to 60 deg,
the baseline incline angle is changed to 30 deg). (a) The 2-D image
of master channel. (b) The interferometry phase. (c) The phase-
unwrapped interferometry phase. (d) The InSAR DEM (the slope’s
incline angle is 120 deg).
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From the subplot (b) of Fig. 6 to Fig. 9, it can be seen that
the interferometry phase within the rectangular blocks is a constant
determined by the interferometry phase of CT. After removing the
flat earth phase, a phase opposite to the flat earth is added upon the
rectangle blocks. By comparing the subplot (c) of Fig. 6 to Fig. 9, it
can be seen that unwrapped phases within the rectangular blocks are
different from each other in different scenarios. However, the “slope”
effect can be seen in all of the 3-D images (shown in the subplot (d)
of Fig. 6 to Fig. 9). By converting the slant range scale of InSAR
3-D image into the ground range scale, the slant angle of the “slope”
can then be calculated, and it is totally determined by the depression
angle of InSAR, e.g., the incline angles of scenarios I, II, III are all
approximately equal to 150 deg, corresponding to a 30 deg InSAR
depression angle; the incline angle of scenario IV is approximately
equal to 120 deg, corresponding to a 60 deg InSAR depression angle.
Therefore, the incline angle of the “main slope” is determined by the
InSAR depression angle and independent of the other parameters of

(a) (b) 

(c) (d) 
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(g) 

(e) 

(f) 

Figure 10. Scenario V: The InSAR processing results of CT with
“multi-slope” effect. (a) The 2-D image of master channel. (b) The
interferometry phase. (c) The phase-unwrapped interferometry phase.
(d) The InSAR DEM. (e) The correlation coefficients. (f) An overview
of InSAR DEM. (g) The side-looking of InSAR DEM (multi-slope
effect).
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InSAR, e.g., the baseline’s incline angle, the baseline’s length. Also,
the waveform modulation of the CT can only affect the distribution of
the “slope” but will not influence its incline angle.

To illustrate the phenomenon of “multi-slope” effect of CT in
InSAR DEM, both the depression angle and incline angle of InSAR
baseline are assigned to be 45 deg in the simulations of scenario V. From
Fig. 10(e), the decorrelation effect in the intersection regions of CT and
natural terrain is quite obvious. Note that the decorrelation effects are
more prominent for those azimuth-range bins where the interferometry
phase differences between natural terrain and CT are large. If there
exists no interferometry phase difference, the decorrelation effect will
not happen in that azimuth-range bin (e.g., the azimuth-range bin of
CT). The “multi-slope” effect in DEM can be seen in the side-looking
picture shown in Fig. 10(g). The incline angles of different slopes are
different from each other, which are in accordance with our analysis
in (33). It is obvious that “slope” effect is an unique characteristic of
DEM induced by CT.

5. CONCLUSION

The DEM of CT is consisted of “slopes”, if only one transmit antenna
is mounted by CT. This is a major difference between the DEMs of
natural terrain and that of CT. The incline angle of “main slope” is
equal to the supplementary angle of InSAR’s depression angle and
independent of the other parameters of InSAR system. However, the
incline angles of the “subordinate slopes” are determined not only
by the depression angle, but also by the baseline length, wavelength,
and incline angle of InSAR. Since the interferometry phase of CT is
independent of its waveform modulations, all the incline angles of the
“slopes” are also irrelevant to the waveform modulations.
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