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Abstract—In this paper, a level set method for shape reconstruction
problems is considered. By measuring the scattered field, we tried
to retrieve the localisation and permittivity of buried objects. The
forward problem is solved by the method of moments. For solving
the inverse problem, we adopt an evolution approach. Therefore, we
introduce a level set technique witch is flexible in handling complex
shape changes. A conjugate gradient-based method is used in order
to define iterative updates for the level set functions with the goal to
minimize a given least squares data misfit functional. In particular,
the proposed method is capable of creating new holes inside the
design domain, which makes the final design independent of initial
guess and reduces the probability of converging to a local minimum.
Experimental results demonstrate the feasibility and effectiveness of
the proposed technique.

1. INTRODUCTION

The microwave imaging has been extensively studied in the past
years because of its various applications in many areas such as
medicine [1, 2], biology [3], geophysics [4], and other sciences. In
microwave tomography, the inverse scattering problem is solved to
retrieve the complex permittivity profile of the object from the
measured scattered field and applied incident field. This can be
done with two different approaches, solving the nonlinear inverse
problem or using different linear approximations, such as the Born
or Rytov approximations. The linear approach is computationally
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efficient and suitable for small objects with low contrast [5].
However, in many applications, the objects are large with high
dielectric contrast, limiting the usability of the linear approximations.
Therefore, more often different deterministic algorithms are applied
to electromagnetic inverse scattering problem such as, the Newton–
Kantorovich method [5, 6], modified gradient method [7] and distorted
Born iterative method [5]. These methods represent the microwave
imaging as a nonlinear optimization problem. The measured scattered
field is iteratively compared with the computed field from the direct
problem with the complex permittivity profile estimation and an
applied incident field model. The major problem of these methods
is the requirement of an accurate initial estimate profile for the object.
To overcome these difficulties, others approaches based on genetic
algorithms, particle swarm optimization and neural networks [8, 9] were
developed for microwave imaging of buried objects.

In this paper, we propose an efficient scheme that uses a level set
technique in conjunction with the conjugate gradient method to detect
the location and shape of dielectric objects embedded in free space.

The level set method was investigated by Osher and Sethian for
numerically tracking fronts and free boundaries [10]. Since then, it has
found applications such as image processing [11], computer vision [12]
and shape reconstruction [13, 14]. The level set shape reconstruction
algorithm is capable of providing very good results even for low signal
to noise ratio data. In addition, it can handle topological changes in
an automatic way, which allows the reconstruction of multiple objects
using a single initial guess.

In our work, the reconstruction of the permittivity profile of
cylindrical objects in free space is solved by a controlled evolution
of a level set function. This evolution is governed by a Hamilton-
Jacobi type equation, whose velocity function has to be determined
properly in order to minimize the data least squares misfit cost
functional using a conjugate gradient-based scheme. A great advantage
of using the proposed technique is the flexibility with which additional
regularization term can be incorporated into the inversion scheme.
Thus, the length of level set curves is added to the cost functional,
as a regularization term, to stabilize the reconstruction process.

2. THE FORWARD PROBLEM

Let us consider two-dimensional (2-D) geometry as shown in Fig. 1.
The object with cross section Ω is assumed infinitely long (along

the z-axis) and embedded in a homogenous space medium with a
permittivity εext.
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Figure 1. Geometric configuration of the 2-D scattering problem.

The material property of the object is characterized by the relative
complex permittivity εr (X).

The object domain is illuminated by a TM incident plane wave.
The total electric field is a solution of the Helmoltz wave equation
below:

∇E(x, y) + k2
0εr(x, y)E(x, y) = 0 (1)

where k2
0 denotes the wave number of the free space, and εr (x, y) is

the relative complex permittivity distribution in all space:

εr(x, y) =
{

εr(x, y), (x, y) ∈ Ω
εext, (x, y) /∈ Ω

(2)

The forward problem consists of computing the scattered field Es

from the knowledge of permittivity profile and a particular incident
field Einc. However, the tomography imaging objective is to find out
an unknown permittivity distribution from measured scattered fields
(data) and a given incident field. The electric field is a solution of the
following reduced equation [8]:

∇E(x, y) + k2
0εextE(x, y) = −k2

0q(x, y)E(x, y), (3)

where q(x, y) = (εr(x, y) − εext) denotes the contrast function. When
the object is illuminated by a set of V TM incident fields, the total
electric field Ev(x, y), v = 1 . . . V , satisfies the following integral
equation, which is also called the “state equation”:

Ev(X)=Ev
inc(X)+k2

0

∫∫

D

g(X, X)q
(
X ′)Ev

(
X ′)dx′dy′, (X) ∈ D, (4)
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In (4), g (x, y, x′, y′) is the Green’s function given by:

g
(
x, y, x′, y′

)
= (j/4)H(1)

0

(
k0

√
(x− x′)2 + (y − y′)2

)
,

Here H
(1)
0 is the Hankel function. The measurement domain S is

formed by an arrangement of probing antennas located at M positions
(xm, ym), m = 1, . . . , M, and surrounding the object domain D. Let
us use this equality: Ẽ = Ẽs+

⇀

Einc, then for each excitation of index v,
the scattered electric field Ev

s (xm, ym) satisfies the following relation
representing the “data equation”:

Ev
s(Xm)=k2

0

∫∫

D

g
(
Xm, X ′

m

)
q
(
X ′)Ev

(
X ′)dx′dy′, (Xm) ∈ S, (5)

The solution of the forward problem is carried out by the method of
moment using pulse-basis function and point matching technique [17].
In order to validate the direct problem model obtained by using the
method of moments (MoM), we compare the synthetic data with the
experimental data given by [17]. We consider a single circular dielectric
cylinder with a diameter of d = 30 mm and a relative permittivity
of εr = 3. Time harmonic multi-frequency data are measured at 49
receiver positions on a circle with a radius of 760 mm and for different
36 emitter positions on a circle with a radius of 720 mm around the
target. Relative to a fixed emitting antenna at 0◦, the receiving
antenna is rotated in a limited angular range from 60◦ to 300◦ with a
5◦ stepping (M = 49 positions) and the target is rotated in the full
range from 0◦ to 350◦ with a 10◦ stepping. A frequency range from 1
GHZ to 8 GHZ with a 1 GHZ stepping is used for the experimental
data. A detailed description of the underlying experimental setup as
well as the data sets is given in [17].

We assume that the unknown object is enclosed in a square
investigation domain D of 150 mm× 150mm inside. The investigation
domain is partitioned into 14 × 14 (N = 196) cells of equal size.
Fig. 2 shows a comparison between the calculated and the measured
fields. A considerable deviation is observed between measured data
and those calculated by MoM. The difference can be the result of the
noise introduced by the measurement system and the discretization
of integral equations [8]. The quadratic relative error (QRE) between
the measured data and those calculated by the forward model is about
30%. To improve the quality of the synthetic data, a white Gaussian
noise with a SNR per sample of −10 dB is added to the computed data.
The QRE is then reduced within 6%.
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(a) (b)

Figure 2. Comparison between the measured and computed scattered
field (dielectric cylinder, εr = 3, f = 2 GHz, φinc = 10◦). (a) Real part.
(b) Imaginary part.

3. A LEVEL SET METHOD FOR SHAPE
RECONSTRUCTION

3.1. Inverse Scheme

Let Ω be a closed curve in D ⊂ R2. Associated with Ω, we define
φ(X) = φ(x, y) as a signed distance function by:

φ(X) =
{

distance (X, Ω) if X ∈ Ω
− distance (X, Ω) if X /∈ Ω

(6)

It is clear that Ω is the zero level set of the function φ, Ω divide the
domain D into two parts. The function is positive inside the object
and negative outside.

Once the level set function is defined, we can use it to represent
the contrast as a piecewise constant functions.

q(X) =
{

εr − εext, if φ(X)〉0
0, if φ(X)〈0 = (εr − εext)H(φ) = cH(φ) (7)

H is the Heaviside function. In order to identify the contrast function,
we just need to identify the piecewise constant c and the level set
function φ which reduce, and eventually minimize, the following cost
functional:

J(q) =
∑
m

∑
v

∥∥Ev
s,comp(Xm)−Ev

s,mes(Xm)
∥∥2

+ βR (φ) (8)

where Ev
s,mes and Ev

s,comp design respectively the measured and
computed electric fields at the observation points.

The length of level set curves R(φ) =
∫
D

|∇H(φ)| is used

as regularization term to prevent the zero level curves becoming
oscillatory and to stabilize the reconstruction process.
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The level set evolution can be described by the Hamilton-jacobi
equation [17]:

∂φ

∂t
+ F (X, t)× ‖∇φ‖ = 0 (9)

We want to choose an evolution law F (X) such that dJ(q)
dt |t=0 <=

0, then J (q) will decrease in the artificial time evolution during a
sufficiently small time interval [0 τ ].

We get by applying the chain rule [17] and using (9)
dJ(q)

dt
=

dJ(q)
dφ

dφ

dt
= − <

dJ(q)
dφ

, F (X) ‖∇φ‖ > (10)

An obvious selection for F (X) is

F (X) = ρ
dJ (q)

dφ
with ρ > 0 (11)

We apply a gradient method to find the descent direction with respect
to φ and the constant value q.

dJ(q)
dc

=
∫

D

dJ

dq

dq

dc
dX =

∫

D

dJ

dq
H (φ) dX (12)

dJ(q)
dφ

=
dJ(q)

dq

dq

dφ
+ β

dR(φ)
dφ

= cδ(φ)
dJ(q)

dq
+ β

dR(φ)
dφ

(13)

So, we just need to compute the Gateaux derivative [17]
dJ(q)

dq
and

dR(φ)
dφ

.

The differential of R with respect to φ is given by [10]:
dR(φ)

dφ
= −δ(φ)∇ ∇φ

‖∇φ‖ (14)

The differential of J with respect to q is:

∂J

∂q
=

∑
m

∑
v




real
(
Ev

s,comp −Ev
s,mes

)
real

∂Ev
s,comp

∂q

+ imag
(
Ev

s,comp −Ev
s,mes

)
imag

∂Ev
s,comp

∂q


 (15)

We use the Born approximation to compute
∂Ev

s,comp

∂q
and take the

incident field in place of the total field as the driving field at each
point in the object. The Equation (5) can be written as follows:

Ev
s(Xm) = k2

0

∫

D

g
(
Xm, X ′

m

)
q
(
X ′)Ev

inc

(
X ′) dX ′ (16)
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So
∂Ev

s,comp(Xm)
∂q

= k2
0 ×Ev

inc × g (Xm, X ′
m) (17)

3.2. Algorithm

- Initialization: Choose initial level set function φ0 and an initial
contrast value q0.

- Calculate
dJ(q)

dq
.

- Choose a descent step α and update the contrast value c.

qn = qn−1 − α×
∫

D

dJ

dq
H (φ) dX

- Choose ρ > 0 and calculate the evolution law

F (X) = ρ
dJ(q)
dφ

- Solve Equation (9) and update the level set function.
- Verify stopping criterion.

4. NUMERICAL EXPERIMENTS

In our numerical experiments, the data are generated by running the
MoM forward modeling code on the correct permittivity distribution.
Therefore, to make sure that the situations we model in our
experiments are as realistic as possible, a Gaussian noise is added to the
real and imaginary parts of the computed data. The physical domain
is partitioned into 14× 14 (N = 196) cells. The object is illuminated
by an incident wave from 10 different directions and 16 measurements
points are used for each incident angle. The scattered field is computed
along a circle of radius 0.072m around the object.

To quantify the reconstruction quality of the suggested methods,
we define a mean quadratic relative error on the relative permittivity
(MQREP) and on the scattered field (MQREF) as follows:

MQREF =

(
1

M xV

∑
m

∑
v

∥∥∥∥
Ev

s,comp(Xm)− Ev
s,mes(Xm)

Ev
s,mes(Xm)

∥∥∥∥
2
)1/2

(18)

MQREP =

(
1
N

N∑
n

∥∥∥∥
εr,n − ε∗r,n

εr,n

∥∥∥∥
2
)1/2

(19)

where εr and ε∗r are the exact and computed values of the relative
permittivity, respectively.
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4.1. Two-identical Circular Cylinders

Our first numerical example tests whether the derived algorithm is
able to reconstruct a relatively complicated shape where sources and
receivers surround the area of interest. The geometry of this example
is shown in Fig. 3(a).

The dielectric target is composed of two filled dielectric cylinders
located in free space, with circular cross section of radius a = 15 mm
and has a relative permittivity of εr = 2.

Figure 3 shows that the deviation between boundaries of the
reconstructed domain and dielectric target decreases as the algorithm
progress. It is also shown that at the end of the optimization process,
the shape of the cylindrical object is well detected and the MQREF
is less then 02% (Fig. 4). Furthermore, the proposed scheme can
handle topological changes in an automatic way, which allows the
reconstruction of multiple objects using a single initial guess.

(a) (b) (c) (d)

Figure 3. Reconstruction of two circular cylinders. (a) Original
object. (b) Starting guess. (c) Reconstruction after 150 iterations.
(d) Final reconstruction after 600 iterations.

Figure 4. MQREF and MQREP as function of iteration number.
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4.2. Circular Dielectric Cylinder with Hole

In our second numerical example, we consider a dielectric target shown
in Fig. 5. Notice that an interesting feature of this geometry is the
‘hole’ in the body of the object, which is difficult to reconstruct.

(a) (b) (c) (d)

Figure 5. Reconstruction of circular dielectric cylinder with hole.
(a) Original object. (b) Starting guess. (c) Reconstruction after 100
iterations. (d) Final reconstruction after 200 iterations.

Figure 5 shows that the proposed shape reconstruction algorithm
using level sets is able to split and merge boundaries easily. In addition,
the retrieved permittivity is very accurate and the cost function is
almost zero after 250 iterations.

5. CONCLUSION

We have proposed a new scheme for the reconstruction of dielectric
permittivity profile from scattered field data. In our research, we
considered the situation where both the shapes and the permittivity
values inside the object have to be recovered from the given data.

We use a level set method as a numerical tool to deform
and construct the permittivity profile of the object. A gradient
technique has been developed for finding evolution laws for the level
set function which simultaneously reduce the least squares data misfit
cost functional. A regularization term is added to the cost functional
for a stable and efficient solution of the shape reconstruction problem.

Numerical experiments have been presented which demonstrate
that the proposed scheme performs good reconstruction permittivity
profile, even for complicated shape.
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