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Abstract—Ultrawideband (UWB) microwave imaging is a promising
emerging method for the detection of breast cancer. Fibroglandular
tissue has been shown to significantly limit the effectiveness of UWB
imaging algorithms, particularly in the case of premenopausal women
who may present with more dense breast tissue. Rather than trying
to create an image of the breast, this study proposes to compare the
UWB backscattered signals from successive scans of a dielectrically
heterogeneous breast, to identify the presence of cancerous tissue. The
temporal changes between signals are processed using Support Vector
Machines to determine if a cancerous growth has occurred during the
time between scans. Detection rates are compared to the results from
a previous study by the authors, where UWB backscatter signals from
a single scan were processed for cancer detection.

1. INTRODUCTION

The primary goal for any breast cancer screening methodology is to
determine the presence of cancerous tissue at the earliest stage of
development. In the U.S., the mortality rate for breast cancer has
reduced by 28% between 1991 and 2006, which may be attributed to
improvements in prevention, early stage detection and treatment [1].

UWB radar is a non-ionizing breast imaging technology which
locates dielectric scatterers within the breast [2]. A UWB pulse
is transmitted into the breast and electromagnetic reflections are
generated, due to the dielectric contrast between certain tissues,
particularly cancerous and fatty tissues. These reflections are recorded
by the receiving antennas and processed using an image formation
algorithm to create an energy profile of the breast [3-9].
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Ez-vivo tissue samples examined by Lazebnik et al. [10] indicate
the dielectric contrast between fibroglandular and cancerous tissues
may no longer be sufficient to clearly identify cancerous regions within
UWRB images of a dielectrically heterogeneous breast [8,9].

A recent study by the authors has demonstrated the potential of a
Support Vector Machines (SVM) based cancer detection algorithm [11]
which processes UWB microwave backscatter signals to determine if
a cancerous region exists in the breast. While the algorithm has
proven robust to variations in dielectric heterogeneity and tumor size,
the detection process becomes much more difficult for smaller, non-
palpable tumors. The method proposed in this paper seeks to address
this problem.

Rather than examining the UWB backscattered signals from a
single scan, the authors propose to use signal data taken from two
consecutive scanning scenarios, to attempt to detect any changes in
cancerous tissue. The majority of the reflections from the breast
remain constant between the successive scans, so any significant change
could potentially suggest the presence of cancer. 3D anatomically
accurate Finite-Difference Time-Domain (FDTD) breast models are
used to generate simulation signal data. Heterogeneous tissue density
is varied within these models to evaluate the robustness of the
SVM detection algorithm. This variation is based on the reported
fluctuations in breast density between the luteal (days 15-28) phase
and follicular (Days 1-14) phase of the menstrual cycle [12].

The paper is organised as follows: Section 2 describes the cancer
detection algorithm. The details regarding the numerical breast model
and the test setup are given in Section 3. Results are analysed and
discussed in Section 4, and finally, conclusions are drawn in Section 5.

2. DETECTION ALGORITHM

This section outlines the UWB cancer backscatter detection algorithm.
A differential signal is obtained from two consecutive UWB scans,
principal components are extracted and applied to an SVM classifier.

2.1. Differential Signals

In order to detect a change in the composition of the breast
(i.e., the growth of cancerous tissue), the difference between the
UWB backscattered signals from two successive scans are compared.
Let X1(; ;) represent the backscattered signal from the first scan,
transmitted from antenna i and received at antenna j. Similarly, let
X2 j) represent the corresponding multistatic [7-9] signal from the
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second scan. The difference signal, d(; ;), can then be be calculated as
follows:
Oig) = X1ij) = X23) 1)

This process is illustrated in Figure 1, where the first breast model
contains a 4 mm tumor (surrounded by two glandular tissue regions),
while the second breast model illustrates tumour growth with increased
volumes of fibroglandular tissue and a 10 mm cancerous inclusion.

As well as changes in tumor size, the volume of breast glandular
tissue may increase or decrease during the menstrual cycle [12],
generating unwanted microwave reflections. Difference signals are
processed by an SVM classification algorithm which mitigates the
effects of changes in the scanning environment and detects the growth
of a cancerous region.
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Figure 1. SVM-based Cancer Detection System. Two glandular
pieces and a tumor located at (—9.4cm, —0.4cm, —2.5cm) are
ilustrated in both scans. Lesion diameter is 4 mm in the first scan
and 10 mm in the second, while glandular tissue volume increases by
120% between scans. Differential signals are created by comparing
the UWB backscattered signals from two successive scans. Note the
variations in scales used for the scan signals and the differential signal.
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2.2. Support Vector Machines

The breast cancer detection system presented here is based on Support
Vector Machines (SVM). An SVM is a learning algorithm, where
training vectors are mapped to a high (or infinite) dimensional feature
space labeled a hyperplane [13]. A discriminant plane is chosen
to correctly classify the data into two distinguishable sets. The
maximum distance between the parallel supporting planes is known
as the margin. SVM maximizes the margin between the discriminant
plane and the examples in the training set. In order to account for
linearly inseparable cases, soft margins [14] are implemented.

Given a training set of sample-label pairs (x;,y;), with features x,
label y and i = 1,..., M, the Support Vector Machines are constructed
from the following mathematical optimization procedure:

M

1

minimize [2(WTW) +C Z §i]
" N 2)
subject to y; (qub(xi) + b) >1-&,

& > 0.

where w is the decision plane orientation vector, b is the bias, &;
represents the margin slack variable, ¢ is the mapping function and C
is the penalty parameter of the error term. When a linear discriminant
function cannot sufficiently separate each supporting plane, a quadratic
function is used. To avoid over-fitting and excessive computation, each
training vector is mapped to an infinite dimensional feature space by
means of a kernel function: K(x;,x;) = ¢(x;)7¢(x;). A Radial Basis
Function (RBF) kernel is implemented in this study and is be described
as follows:

K(xi,%;) :exp(_'}/HXi_Xj”Q), v>0 (3)

where v is a kernel scaling factor. The RBF kernel implements
nonlinear mapping to project samples into a a higher dimensional
space, and can emulate Linear and Sigmoid kernels using specific
parameters [15]. Previous work by the authors has shown the RBF to
be an effective kernel when partitioning UWB backscatter data [11].

2.3. Feature Extraction and Classifier Optimization

Principal Component Analysis (PCA) is applied to the difference
signals to reduce the dimensionality of the data [16]. 50 components
are chosen as this offered the best trade-off between computational
load and performance [11]. Prior to SVM application, the dataset is
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scaled between [+1, —1] and the the penalty parameter (C') and RBF
kernel scaling parameter () are determined through a grid searching
process [15].

2.4. Linear Discriminant Analysis

A Linear Discriminant Analysis (LDA) classifier is used as a baseline to
examine the performance and robustness of the SVM classifier [16, 17].
LDA is an effective classification technique when the groups being
discriminated have multivariate normal distributions and the same
covariance matrix.

The pooled within-group covariance matrix is calculated and used
to determine the discriminant function which will allow classification.
The mean, or centroid for each group is obtained from the discriminant
scores for all objects within a group, which represents the location of an
object from a particular group. A linear separator is then derived based
on the centroid and the distributions of the discriminant functions
[16, 18].

3. EXPERIMENTAL SETUP

In this section, the details regarding the numerical breast phantoms,
tissue heterogeneity and the test architecture are described.

3.1. Numerical Breast Model

The FDTD models of the breast used in this study are based on
anatomically accurate MRI-derived phantoms [19]. Spatial dimensions
within the breast model correspond to the three axes, where the X
axis signifies the depth of the breast and the Y and Z represent the
span and breadth of the breast respectively.

The volume of the modeled FDTD grid is approximately 3.3
million cubic cells with a spatial resolution of 1mm in all three
dimensions (dz,dy,dz). The time step dt is 1.66 ps (dxz/2c), where
c represents the speed of light. A 12 layer Uniaxial Perfectly Matched
Layer boundary condition [20] is used to minimize edge reflections.

The dispersive properties of breast tissue are incorporated into
the FDTD model using a single-pole Debye model [21]. The dielectric
properties of adipose and fibroglandular tissue are based on the results
presented by Zastrow et al. [19]. Skin Debye parameters are obtained
from data published by Gabriel et al. [22] while the tumor Debye
parameters are taken from Shea et al. [23].

Tumor models are generated using the Gaussian Random Spheres
(GRS) method [16,24-26] to simulate realistic tumor shapes and
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surface textures. Tumors with diameters of: 2 mm, 4 mm, 5mm, 10 mm
and 15mm are placed at three distinct locations within the FDTD
breast model ((—9.4cm, 0 cm, Ocm), (—9.4cm, —0.4cm, —2.5cm) and
(—8.4cm, —4cm, 0.5 cm)).

Four multistatic half-wavelength dipole antenna elements are
arranged on two elliptical rings on the surface of the breast. Two
antennas are located on each ring, adjacent to each other, with a
uniform spacing of 20mm between the two rings along the X axis.
The input pulse is a 120 ps differentiated Gaussian pulse, with a center
frequency of 3.8 GHz and a —3 dB bandwidth of 9 GHz. Prior to any
signal processing, all FDTD signals are downsampled to 50 GHz.

3.2. Modeled Tissue Heterogeneity

Dielectric heterogeneity is incorporated in the numerical breast
phantoms using several pieces of fibroglandular tissue at varying
locations within the breast volume. Four distinct pieces of
fibroglandular tissue are used, extracted from various MRI-derived
breast phantoms which are taken from the UWCEM breast phantom
repository, University of Wisconsin-Madison [19]. Each breast model
contains either one or two pieces of fibroglandular tissue, where pieces
are arranged in one of three positions, surrounding the tumor inclusion
site. The remaining breast volume contains three variations of adipose
(fatty) tissue. The modeled breast accounts for increased tissue density
by rescaling the fibroglandular regions to 110% and 120% of their
original size. Figure 2 illustrates the breast model with a tumor site
at (—9.4cm, Ocm, Ocm) and various configurations of fibroglandular
tissue regions.

3.3. Test Methodology

A total number of 2,880 UWB differential signal components are used
to evaluate the SVM-based UWB breast cancer detection system.
Half of the signals represent scenarios where cancerous and glandular
growth has occurred in the time between scans, while the remainder
represent scenarios where no tumor is present in either scan (but
changes in glandular tissue composition occur). The test and training
sets are allocated for each test and applied to an SVM classifier,
to detect the presence of cancer growth. Results are compared to
published cancer detection rates, where the dataset consisted of UWB
backscattered data acquired from a single scan [11].

For each experiment, the dataset is shuffled and a test feature
set, consisting of 25% of the entire set of features, is extracted. The
remaining 75% is used to train the classifier. Features derived using
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Figure 2. Breast tissue model with a malignant tumor inclusion at
(=9.4cm, Ocm, Ocm). A single piece of fibroglandular tissue in three
positions is illustrated in (a), (b) and (c), while two fibroglandular

regions are shown in (d), (e) and (f).

PCA (Section 2.3) are used for training and testing, and detection rates
are obtained from the trained SVM classifier. This process is repeated
over twenty iterations and a mean accuracy is obtained. The three
experiments carried out are described as follows:

(i) Overall detection performance.

The entire database is shuffled and test and training sets are

extracted.

(ii) Effect of heterogeneity on detection.

In order to examine the robustness of the SVM-based UWB
breast cancer detection system to increasing levels of dielectric
heterogeneity, two separate test sets are established, using data

from successive scans which contain:
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e only one piece of fibroglandular tissue (Hetero 1),

e two pieces of fibroglandular tissue (Hetero 2).
Training data is composed of equal distributions of Hetero 1 and
Hetero 2 differential signal components.

(iii) Effect of tumor size on detection.

In order to examine the robustness of the SVM-based UWB breast
cancer detection system to tumor size, test sets are extracted
which are derived from consecutive scans between a healthy (no
tumor) breast and a breast containing a tumor of specified size.
Training sets are composed of consecutive scan data between a
healthy breast and a breast which can contain any size of tumor
bar the diameter specified for the test set.

4. RESULTS

4.1. Overall Detection Performance

Mean detection results are shown in Table 1. The differential SVM
detection algorithm achieves an accuracy of 94.95%, 29.98% higher
than the LDA method, and 12.83% more accurate than the equivalent
test using data from the ‘Single Scan’ tests. The ‘Single Scan’ signals
contain significant levels of noise, generated from skin and fibrous
region reflections, whereas the detection of cancerous reflections within
the difference signals is based on subtle changes in the shape of the
scattering media within the breast.

4.2. Effect of Heterogeneity on Detection

Mean detection results are presented in Table 2. The differential SVM
method has an accuracy of 96.32% for the Hetero 1 test scenario. Once
a second glandular piece is introduced to the model, the performance
of the algorithm drops to 93.04%. The increased number of glandular
regions result in additional scattering reflections and unwanted noise in
the resultant differential signals. This is a relatively small deterioration
in the differential SVM detection scores, compared to corresponding

Table 1. Comparison of LDA and SVM breast cancer detection
results.

Differential Single Scan Differential
LDA (%) SVM (%) SVM (%)
Full Dataset 64.97 83.66 94.95

Dataset
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Table 2. Effects of dielectric heterogeneity on breast cancer detection

algorithm.
Dataset Differential Single Scan Differential
LDA (%) SVM (%) SVM (%)
Hetero 1 65.21 75.29 96.32
Hetero 2 65.74 71.13 93.04

Table 3. Effects of tumor size on breast cancer detection algorithm.

Dataset | LDA (%) | SVM (%)
15 mm 76.19 95.63
10 mm 72.61 96.03
5 mm 52.38 96.42
4mm 95.95 96.82
2mm 57.14 94.98

tests for the ‘Single Scan’ algorithm, which degrade 4.2% once the
level of heterogeneity is increased. The LDA scores do not vary, but
performance is well below ‘Single Scan’ SVM levels, finding just over
65% of tumors for both test cases.

4.3. Effect of Tumor Size on Classification

Mean results are shown in Table 3. The differential SVM method again
proves robust against decreasing tumor diameters, finding 95.63% of
15mm and 94.98% of 2mm tumors. The highest score is achieved
for the 5mm tumor test sets, with an accuracy just under 1% higher
than the 15mm test set. Although this difference can be interpreted
as statistically insignificant, it may be due to the proximity of the
15mm tumor to the glandular tissue sites which can cause difficulties
in discerning between tumor and glandular backscatter within the
differential signal components. LDA struggles with tumor diameters of
5mm and below, where the scores fall to between 50% and 60%. The
smallest lesion dataset (2mm) present the poorest ‘Single’ SVM score
of 54.85%. The subtle changes in the ‘Single Scan’ backscatter due
to the presence of a small lesion may not be sufficient to accurately
diagnose the presence of cancer. This change is obviously adequate
for the temporal algorithm to discern the influence of noise due to
variations in glandular volume.
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5. CONCLUSIONS

This study has examined a differential SVM-based breast cancer
detection method which uses signal data taken from two consecutive
UWB microwave scanning scenarios.  Various potential clinical
scenarios are simulated which represent tumor and connective tissue
growth within the breast using dielectrically and anatomically
representative  FDTD models. Differential signal components,
containing the energy difference between these scans, are used to train
and test an SVM learning algorithm to detect cancerous growth within
the breast.

The algorithm has been shown to be robust against increasing
levels of heterogeneity and cancer growth, detecting tumors as small
as 2mm in diameter with an accuracy of over 94%. The SVM can
partition the feature space using soft margins and an RBF kernel to
adequately train itself against these difficult test feature sets.

Future work will investigate the introduction of further noise on
the differential signal components, due to increased fibrous growth. A
future study will also investigate the effects of mismatched antenna
locations between scans, which can occur in a clinical environment.
Such displacement could manifest as artefacts in the differential signals,
and may impede cancer detection rates.
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