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Abstract—Calculation of the EM scattered fields from a three-layer
canopy faces intensive computational burden, when the area becomes
large and obviously lames the application of the traditional serial
algorithm. With the development of graphics hardware, the Graphics
Processing Unit (GPU) can be used to calculate the electromagnetic
(EM) scattering problems parallelly. In this paper, the Compute
Unified Device Architecture (CUDA) is combined with the four-path
method and the reciprocity theorem to improve the speed of calculating
the EM scattering properties from a three layer-canopy which are
simulated by employing the Monte-Carlo method. We get a highest
speedup of 294 times in comparison with the original serial algorithm
on a Core (TM) i5 CPU with a GTS460 GPU as a coprocessor.

1. INTRODUCTION

Researchers have been doing a lot of work in the study of the
vegetation scattering [1-9] which has an impact on the electromagnetic
scattering in forest communication, target recognition, environmental
monitoring, and so on. The three-layer canopy comprises of the crown
layer, the trunk layer and the underlying surface [10]. Among the
three layers, the crown layer is characterized by the average height
and diameter of a tree’s crown and size, shape, and dielectric constant
distributions of the leaves.
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The four-path approximation, which is widely used to calculate
the EM scattering from targets above a surface [11], is employed to
calculate the EM scattering of the crown-layer. The leaves in the
crown layer are modeled by elliptical discs with random orientations
and positions. The EM scattered field from each single leaf is calculated
under the generalized Rayleigh-Gans (GRG) approximation [5,12, 13],
and the underlying surface is treated as a flat surface. The EM
scattered field from each leaf is the sum EM scattered fields of the
four paths.

The reciprocity theorem [14] is introduced to study the problem
of EM scattered field from the trunk-layer. The trunk-layer consists of
many dielectric cylinders of finite length. The total EM scattered field
from the trunk-layer includes the first order scattered field excited by
the incidence field and the second order scattered field excited by the
first order scattered fields of other cylinders. Therefore, there are N?
fields need to calculate for N trunks.

As the number of scatterers gets large, intensive computational
burden occurs and obviously lames the application of the traditional
serial algorithm. Nevertheless, with the emergence of CUDA [15, 16],
the EM scattered fields from hundreds of scatterers can be calculated
synchronously on a PC equipped with the CUDA compatible GPU.
And many researchers have implemented the programs on GPU
to solve the EM scattering problems and gotten tens of times
speedup [17-24]. However, only a few CUDA-based methods have
been implemented in vegetation scattering. Here, with a 336 stream
processors GPU (GTX460), the CUDA parallel programs can create
many threads executing synchronously on the GPU and each thread is
able to calculate EM scattered field from its own target. The CUDA
parallel algorithm has two parts. The first part deals with the EM
scattering properties from the crow-layer which has M leaves. It
creates M threads, each of which calculates the EM scattered fields
from the mth scatterer which is identified by the sequence number
mth of the thread. And send the result to the main memory after
all threads finish their task. The second part deals with the trunk-
layer. It creates N threads, each of which calculates the first order
field of the trunk. Then, it creates N % (N — 1) threads to calculate the
second order fields of each two trunks under the reciprocity theorem.
For there are hundreds of threads executing at the same time, the
CUDA parallel program can calculate hundreds of fields at a time and
reduce the calculation time obviously. We obtain a highest speedup
of 294 times with a GTX460 GPU as a coprocessor. With the help of
CUDA, it is more convenient and faster to calculate the EM scattering
properties from the field in large scope.
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2. EM SCATTERING FROM THE THREE-LAYER
CANOPY

2.1. Three-layer Canopy Model

The three-layer canopy model is divided into three regions: the crown
layer of thickness d., the trunk layer of thickness d; and the ground
surface, shown in Fig. 1. The ground surface is treated as a flat
surface. The trunk layer is comprised of cylinders of radius a and
length | = d;. And the cylinders distribute uniformly, in a round area
of radius 74, over the ground surface. The crown layer is comprised of
leaves which are distributed uniformly, in a round area of radius rg,
over the ground surface. The orientations of leaves are simulated by
using Monte-Carlo method. The size of leaves which are described as
regular ellipsoids satisfies the formula kgc(/e, —1) < 1, where kg is the
vacuum wave number, ¢ the smallest dimension and &, the scatterer
dielectric constant relative to that of the vacuum, in the microwave
range. And the EM scattering of the crown layer can be calculated
under the GRG approximation [5, 25-28].

Cle 0yN 1= 0N |,

crown layer O
®W &I/ "o
4
= —dc
trunk layer
u y d,
ground Y z=-dc—d;
Figure 1. Three-layer canopy model.
Table 1. Parameters of three-layer canopy.
Leaf Trunk Other parameters
dielectric dielectric dielectric
(13.6,5.6) (17.7,7.5) | Ground (17.7,7.5)
constant constant constant
Length 6cm Radius Scm Iy 2m
Width 3cm
Height 118cm | Crown layer thickness 0.3m
Thickness Imm
Density | 5000/m’ Density 1.5/m? .
Trunklayer thickness 1.18m
PDF Uniform PDF vertical
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As shown in Fig. 1, the parameters of wheat at L band are given
in Tab. 1. The distribution of the leaves’ positions is uniform, and
the orientation probability density function (PDF) of leaves follows

Eq. (1).
pm(a, 577) = pm(a) ‘pm(ﬁ) 'pm(’y)

1
Pm(@) = Y
pm(B) = M, Bim < B < Bom )
1
pm(Y) = ———— 7m <7 < %om
P2m — Vim

where «, 8 and « represent the rotation angles, shown in Fig. 2. The x,
y and z are the axes of the reference coordinates, and the zy, y, and z;
represent the axes of the local coordinates of the scatterer. The center
point of the leaf is set as the origin of coordinates. And we assume
that G1m = 25°, Bom = 35°, y1m = 0° and 7o, = 90°.

2.2. EM Scattered Field from Crown Layer

For sparse media like vegetation, Foldy’s approximation [29-33] can
be employed to account for the absorption and scattering effects
introduced by the medium. The propagation of coherent wave with
E, and E}, as the horizontal and vertical components of the electric
field is governed by

dF, )

dSU = (]kO + Mvv)Ev + Mthh (2)
dF .
d—; = (jko + Mpp)Ep + MpyE, (3)

Figure 2. The angle o, # and .
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where s is the distance along the direction of propagation, and
721 nyg
Mpq:TO<qu(‘9:¢§97¢ ) p,q="v,h (4)

where (0, ¢) defines the direction of propagation, Fp,(0, ¢; 6, ¢) is
the scattering amplitude tensor [5], ng is the number density of
the scatterers, and () denotes ensemble average over the orientation
distribution of the scatterers. For vegetation canopy that exhibits
azimuthal symmetry, there is no coupling between the horizontal and
vertical components of the coherent field. Hence the cross-polarized
components My, and M,, are zero. The effective propagation
constants are given by

keq:k(]"i'% qg=uv,h (5)
The EM scattered field from the crown-layer is written as
M — 8
m=1
where M is the number of leaves in the crown layer, 7, is the position

S
of the mth leaf, E, (7,7 ,,) is the EM scattered field of the mth leaf,
and p is the polarization vector. According to the Eq. (6), the CUDA
parallel program need to create M threads and the mth thread deals
with the EM scattered field from the mth leaf. Under the application
of four-path method, the incident wave may be reflected from a leaf

— 8
via four main mechanisms, see Fig. 3, and F,, (7, 7,,) reduces to

S8 —

Em(?, ?m) = Eml + Em2 + Em3 + Em4 (7)

\ z=0
Kev, ken \%
z=—dc
Ky Kin \/
Z=—dc-dt

Figure 3. EM scattering path of leaves in crown layer.
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Ept = Fu(0s, 05305, 03) - s expipr)

§m2 = Fp (65, _ﬁps;ﬂ —0i,0i) - Ry(0:)Gi exp(jep2) (8)
Ems = Rp(0s) Fin(m — 05, 05365, 0i) - @i exp(jps)

Epma = Ry(05) Fon (1 — 0, 05w — 01, 01) - Ry(0:) s exp(j pa)

where F), is the scattering amplitude tensor of the mth leaf, R
represents the Fresnel reflectivity of the ground, p and ¢ are the
polarization vector, (0;, p;) define the orientation of the incident
wave, and (s, ¢s) define the orientation of the scattering wave. The
quantities @1, 2, 3 and 4 represent the phases of the four paths
respectively.

2.3. EM Scattered Field From Trunk Layer and Total
Scattering Coeflicient

There are N trunks in the trunk layer. And the EM scattered field is
written as

Ej,(r Zps : n) exp(j ®) 9)

where 7, = 2,2 + yng — (de + di/2)2 is the position of the nth trunk.
In the backscattering direction, the phase ® is written as

2d k¢ +2dtk

cos 0;

(10)
where kg, and k:ép are the effective propagation constants [30] and
S

E,(r,7,) is the scattered field of the nth trunk, including its first
order scattered field and the N — 1 second order scattered fields with
other trunks (see Eq. (11))

D =il (0, 92) — o (B, 7+403)| -Fr 2h0 B+ i )cos B+

N

=8 sl A 452

En(T,Tn): + Z E T T'n, Z) (11)
i=1,i#n

If the trunk of radius a and length [ satisfies kol > 1 and a/l < 1,
the inner field of the cylinder of finite length is estimated by the
corresponding field for the same cylinder of infinite length. The first
order scattered field can be written as

sl edkor k‘2 ’ AN
= o = —jkoks-T
E, (r,ry= p—y (I k k:)/( 1)E ( )6 dr (12)
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where E’m(?,) is the field inside the cylinder.
By employing the reciprocity theorem [34], the second order field

52
E,;(r,ry,, ;) satisfies

.82

5B = / Ji Budo (13)
Vi

where jl is the current density of the ith trunk induced by the

incident wave. Eecn is the scattered field from the nth cylinder when
illuminated by the radiated field of the elementary current source

je = pd(r — 7o) in the far zone. It can be written as

N .
- - —jkoZy TR
Eeen(T) = E J eIkoro g—ikoks: T n

i=1,i#n dmro
F (g, — ) - HY (ko sin p}) e ko cos 0o, (14)
= -1 - s (10010 2 s (1 2 im(pi—
F(gog—cps) - sin® 6 Z [Am <k‘§><k:é>< Z) +Bn (kéx Zﬂe] e (15)
43, = —CIME, x (ks x p) -2 = jC (hs < 5) 2 (16)
B: = _C;LE <f€s % 13) .;3+jc_’mlg;s X </;‘S X ﬁ) -z (17)

The expressions CtM, CIE and C,, are given in [35], the symbol rg is
the position of the source, the symbol k] = sin0s[cos ¢}z + sin p}j] —
cosfsz, and the (p), ), z/) is the cylindrical coordinate of position
vector 7.

Considering the ground is flat, the incident and scattered fields

are decomposed into Erg and ETy components and the effect of the
ground will then be accounted for by modifying these field components
by their appropriate reflection coefficients. Thus, the total EM
scattered field is

N

— S — S

E,=p-> E, (18)
n=1

N 8 N N s s
En = Entg + Engt + Z |:Enittg + Enitgt + Enigtt (19)

i=1,i#n
— S — S — S — S — S
The expressionsE, ;. , E, o5 Epirgs Epitgr and E,; oy, are given in [14],

see Fig. 4. According to Eq. (18), we can let the program create N
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Figure 4. EM scattering path of trunks in trunk layer. (a) First order
scattering, (b) second order scattering.

threads, and the nth thread calculates the first order field of nth trunk.
For the second order fields, the program can create N x (NN —1) threads
to deal with the calculation.

According to the Egs. (6) and (18), the total scattering coefficient

Opg (% S5 %l) follows

> = 4rr?(|ES, + Ej |2
Opq <k5,k7,) — lim <| cp tp| >

200 A[Ei|2 p,q=v,h (20)
q

where quantity A represents the area of the three-layer canopy, and
the symbol () denotes the average over all the realizations.

3. SERIAL ALGORITHM AND CUDA PARALLEL
ALGORITHM

Figure 5 shows the flow chart of the traditional serial algorithm and
the CUDA parallel algorithm. After analysis of the flow chart, we
find that the part in the dashed line consumes most of computational
complexity. The main difference between the serial algorithm and
the CUDA parallel algorithm is how to deal with this part. The
serial algorithm program executes on the CPU, and calculates the EM
scattered fields from M leaves and N first order fields and N * (N —1)
second fields of the N trunks. It calculates the EM scattered fields
from the scatterers one by one. Unlike it, the CUDA parallel algorithm
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program deals with several hundreds targets at a time in the GPU, see
Fig. 6.

[ Begin ]

v

| Sampling M leaves and N trunks |

Serial algorlthm

First part

Parallel algorithm

First part

m=0 |
- 5 ¢

Copy data to GPU and create M threads

which are divided into Blm blocks

v

Calculate the EM scattering field of the|

—
mith leaf The mth thread calculates Ey:] and
saves the result in shared memory
The firth thread of the blmth block
! S
calculate the sum Ehlm of Em in the

| Add it to the total field |

blmth group

y

Copy data to main memory and calculate]
the sum field from the crown layer.

Second pat l

Second pat
| =0 | Copy data to GPU and create N threads.
The nth thread calculates the first order
— -
fieldE,, +E,,

Calculate the first order scattering field

of the nth leaf

v

i=0

|

Calculate the second order scattered

field

Third part l
(Create N*(N-1) threads and i, n=0—N-1,
The threads are divided into Bln blocks.

v

Each thread identified by i and n

IR N calculates the second order field
N
E. . +E. +E

nittg nitgt nigtt

(n#i)

g = m
Enim,' + Emtgt + Em’;:n

(n#i).

v
The first thread of the blnth block
N

calculate the sum E;]n

field in the blnth block
v
ICopy data to main memory and calculate]
the sun field from the trunk layer

of the second

v

Calculate the total field from the three-layer

canopy and the back scattering coefficient

[ Over I

Figure 5. Flow chart of serial algorithm and CUDA parallel
algorithm.
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According to the Eq. (9), Egs. (18) and (19), the CUDA parallel
algorithm program is divided into three parts. The first part creates M
threads which are dived into Blm blocks, and the mth thread deals with
the mth leaves with the four-path method. Each block has bm threads,
and the fields in the same block are kept in the shared memory, see
Fig. 6. The second part creates N threads, and the nth thread deals
with the first order field of the nth trunk. The third part creates
N (N —1) threads which are divided into Bln blocks, and the threads

are identified by ¢ and n. each thread calculates the second order field

Enittg + Enitgt + Enigtt'

serial implementation CUDA implementation
| fieldsof Istleaf |
i 1st block 2nd block 3th block
‘ fields of 2nd leaf ‘ I N .
i (Blm-2)th (BIm-1)th Bimth
| fields of 3thlear | block block block
i I ] ]
Shared Shared
‘ fields of 4th leaf ‘ memory One of blocks memory
‘ mth thread
‘ fields of mth leaf ‘ el
| (m+1)th
thread

|
‘ fields of mth leaf ‘

'

‘ fields of Mth leaf ‘

‘ fields of (m+1)th leaf }

(m+2)th

‘ fields of (m+2)th leaf

} thread -
I
|

(m+bm-1)th

fields of (m+bm-1)th leaf ‘

thread

Figure 6. Process of calculating backscattering from crown-layer.

E, L E, E,E

‘mv mvg mgv “mgvg

¢ shared — —
memory | L]
EM scattering fields of one leaf
Memory distribution of global
CUDA parallel algorithm  — > A TT LI~ [TIITII11]
memory Ll

1st leaf

2nd leat

(brr-1)th leaf  bmth leat

°°°°°° (LIT]LITT]

Ehluu’h

Figure 7. Memory distribution of the first part.
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The fields in the same block are also added, shown in Fig. 7.
By using the shared memory, the parallel program can reduce the
requirement of GPU global memory which is need more time to read
and write. For the random function is a serial process, the process of
sampling the position and orientation of the M leaves and N trunks of
the CUDA parallel algorithm is on the CPU. Due to the CUDA’s ability
of parallel computing, the CUDA-based method can calculate the EM
scattering properties from the vegetation more quickly and reaches a
speedup of 294 times with a GTX 460 GPU as a coprocessor. Thus,
we can obviously improve the speed of calculating the EM scattering
properties from a field in large scope.

We calculate the EM scattered field from a three-layer canopy
with the parameters given by Tab. 1. Fig. 8 shows the total
backscattering coefficient, the backscattering coefficient of crown-layer
and the scattering coefficient of trunk-layer. The results obtained
by the parallel algorithm fit well with those obtained by the serial
algorithm. That indicates that the CUDA-based method is feasible
and accurate enough to simulate the EM scattering properties of the
vegetation.

Figures 9 and 10 show, respectively, the backscattering coefficient
of the HH and VV polarization, with the trunk number density
of 0.5/m? and 2/m3 under the CUDA-based method. And the
results are averaged values over 1000 iterations. The HH polarization
backscattering coefficient of the three-layer canopy increases a little
with the increase of the number density, shown in Fig. 9. However, the
VV polarization backscattering coefficient drops more quickly with the
incident angle, when the number density of trunks is 2/m?3. For the

10 10—
Serial-total 1 CUDA-total —Serial-total = CUDA-total

Serial-leav es 4 CUDA-leaves
—0—Serial-second ——CUDA-second

Serial-leaves 4 CUDA-leaves 0
—O0—Serial-second ——CUDA-second

2 -30- o\, = 30
o 40 o 40
50 \/ g \ g 50
W
o} A/
60 I e 60
1.,
=704 / . =704
o o
-80 T T T T T —ala—y -80
10 20 30 40 50 [¢1] 70
0;(Deg.) 6, (Deg.)
(@) (b)

Figure 8. Results of backscattering coefficient of two methods
(frequency = 3 GHz). (a) HH polarization, (b) VV polarization.



468 Jiang et al.
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“."‘"3‘ ! N / \ Y A \
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2 20{ ™ /A \LI‘Y' ey :\.’\f
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© 4l vvx XAA &A .
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Figure 9. HH polarization (r, = 2m and Frequency = 3 GHz).
(a) Backscattering coefficient of total canopy and crown layer,
(b) backscattering coefficient of trunk layer.

10 number density of leaves is 1000 09 number density of leaves is 1000
o\ —A— 05 total —O— 2 total 0 -\. —4—0.5_trunk —%—2_trunk
\ —O— 0.5 crown —%—2 crown R 2
104 F
_QOAAAA \4
20 N 4

c (ij)
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\ Y\

-50 '\ \A\
60— . | . \x A
30 40
0,(Deg.)
(b)

T T 1

Figure 10. VV polarization (ry = 2m and Frequency = 3 GHz).
(a) Backscattering coefficient of total canopy and crown layer,
(b) backscattering coefficient of trunk layer.

trunks are vertically placed on the ground, the absorption of the VV
polarization is more obviously, when the number density of trunks gets
larger, and the VV polarization coefficient drop more quickly. The VV
polarization coefficient of the crown layer plays the main role when the
incident angle becomes large, shown in Fig. 10.

Figure 11 shows the backscattering coefficient from a three-layer
canopy of radius 20 meters. And the number densities of leaves and
trunks are 1000/m?® and 1/m?, respectively. There are 376991 leaves
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and 1256 trunks. The CUDA parallel program takes 2.76 minute to
calculate the backscattering coefficient of the crow-layer and 40.23
minutes ms to calculate the backscattering of the trunk-layer. It is
quite quick to calculate EM scattering properties of the vegetation of
large scope.

The Tab. 2 and Fig. 12 show the time consumed by programs
and the ration of calculating time of CUDA-based method to that of
traditional method. The CUDA parallel algorithm calculates more
quickly than the serial algorithm. The symbol r, is the radius of
the ground. With other parameters unchanged, the efficiency of
the CUDA-based method increases with the increase of the radius.
The CUDA parallel program’s ability in executing hundreds threads
simultaneity on the GPU let it can deal with hundreds of targets at
a time. Thus, it calculates faster than the traditional serial program.
Furthermore, the CUDA parallel program has the ability to read and
write memory for the threads while other threads are executing on

10 10
HH polarization VV polarization
0l total 04 total
—O— crown layer 10 J —O— crown layer
104 —4A— trunk layer
o) 520
= =
o 204 o 30 |
304 -40 4
250 4
40
T T T T 1 -60 T T T T T 1
Io 20 30 4 D 70 10 20 30 40 D Y 70
6; (Deg.) 0:(Deg.)

Figure 11. Backscattering coefficient from three-layer canopy of
radius 20 meters (frequency = 3 GHz).

Table 2. Time (ms) consumed by programs and ratio of time
(serial’s/CUDA’s).

Time(ms) consumed by programs Ratio of time

r,=l1 r,=2 r,=3 ro=4 | r=1 | =2 | =3
First part of serial’s 13235 51610 | 115891 | 206469 1.0 1.0 1.0 1.0
First part of CUDA’s 547 1797 3828 6703 242 28.7 30.3 | 30.8
Last part of serial’s 1812 43890 | 244672 | 786984 1.0 1.0 1.0 1.0
Last parts of CUDA’s 1047 1094 1250 2672 1.7 40.1 195.7 | 294.5
Total part of serial’s 15047 95500 | 360563 | 993453 1.0 1.0 1.0 1.0
Total part of CUDA’s 1594 2891 5078 9375 9.4 33.0 71.0 | 106.0
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74 5 Serialfirst part —8— CUDA-first part -
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Figure 12. Comparison of serial program and CUDA parallel
program. (a) Time (ms) consumed by programs, (b) ratio of time
(serial’s/CUDA’s).

the Arithmetic Logic Units (ALU) in the GPU. This makes the CUDA
parallel program performs more efficient when the number of scatterers
gets larger. For the three-layer canopy, we get a highest speedup of
294 times. It is a quite quick to calculate the EM scattering problem
of the vegetation. And the CUDA-based method is feasible to simulate
the EM scattering properties of vegetation in large scope.

4. CONCLUSION

The CUDA-based method and its application to a Monte-Carlo
simulated three-layer canopy model are discussed. It is accurate
enough to calculate the EM scattering problem, and the results fit
the measured data well. Due to its ability of parallel computing, it can
help calculate the EM scattered fields from hundreds of targets at the
same time with a speedup of several hundred times. Furthermore, when
the number of scatterers gets large, the CUDA-based method performs
more efficiently. It will be feasible to implement the simulation of the
EM scattering from vegetation in large scope.
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