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Abstract—An Improved Differential Evolution (IDE) algorithm is
proposed for optimization problems. With the novel mutant operation
adopting sub-optimal individual, the convergence of Differential
Evolution (DE) algorithm is accelerated without increasing the risk
of premature. Five typical test functions are minimized using DE and
IDE algorithms, and the results show the superior performance of IDE
algorithm. Furthermore, the algorithm is applied to pattern synthesis
of two antenna arrays. Broad nulls are formed in radiation pattern of
a linear array to suppress broad-band interferences. In a microstrip
patch array, the sidelobe level of array is decreased about 12.9 dB and
the mainlobe can scan to the desired angle.

1. INTRODUCTION

Recently, pattern synthesis becomes a hot research topic. Scholars
deal with designing the weights of elements in array to realize the
desired array pattern [1–21]. With population based stochastic
methods, the array synthesis problem can be solved effectively.
Genetic Algorithm (GA), Simulated Annealing (SA), Particle Swarm
Optimization (PSO) and Differential Evolution (DE) belong to these
kinds of methods and have been applied to array synthesis problems,
where complex excitations are optimized to realize maximizing the
directivity, minimizing the sidelobe levels (SLLs), and placing null
constrains, etc. Compared with other methods, DE method shows
an excellent convergence performance.

Proposed by Storn and Price [22], DE algorithm is a simple yet
powerful population-based stochastic search technique, which is good
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at solving multi-variable function optimization problem particularly.
It has been successfully applied to diverse fields such as mechanical
engineering [23, 24], communication [25], array synthesis problems [26–
32], ect. [33, 34].

Despite DE’s excellent performance, the convergence speed of
it still seems slow for some problems. At present, there are many
improvements for the differential evolution algorithm and specific
improvement measures focus on the evolution operation, parameter
settings and other improvements [30, 32, 35]. The algorithm’s
operations include mutation, crossover and selection operator, most
improvements concentrate in the mutation operation. In [30], all
individuals are sorted according to their fitness value, and the
mutant vector is generated only from the superior half group.
But the computational cost is increased significantly. A best of
random differential mutation is proposed in [32], but introducing the
optimization parameters increases the possibility of premature.

In this paper, we develop an Improved Differential Evolution
(IDE) algorithm, in which the convergence rate is improved by
adopting the sub-optimal vector in the mutant operation. Additional
computational cost caused by the sub-optimal individual finding
is small. Furthermore, IDE method introduces no extra control
parameters. As a challenge, IDE method is applied to some array
synthesis problems to verify the effectiveness.

The paper is organized as follows. The improvement of DE method
is described in Section 2. The numerical simulations are presented in
Section 3. Conclusion is given in Section 4.

2. IMPROVED DE ALGORITHM

For completeness and better readability, the procedure of DE method
is briefly depicted in this section. Then the improvement of DE method
is analyzed.

2.1. Standard DE

DE is a simple, efficient and robust evolutionary algorithm. It aims at
evolving a population of M -dimensional parameter vectors, so-called
individuals, towards the global optimum. M stands for the number of
parameters. DE algorithm involves four stages, namely, initialization,
mutation, crossover and selection.

Initialization: It utilizes NP M -dimensional parameter vectors as
a population for each generation G.

xi,G, i = 1, . . . , NP (1)
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where NP is individual number in a group.
Differential Mutation: Differential mutation generates a mutant

vector vi,G for each individual according to the following formula:

vi,G = xp1,G + F (xp2,G − xp3,G) (2)

p1, p2, p3 ∈ [1, NP ], p1 6= p2 6= p3 6= i. And F is a real and
constant factor satisfied F ∈ [0, 2] which controls the amplification
of the differential variation (xp2,G − xp3,G).

Crossover: After the mutation, crossover operator is applied to
generate a trial individual uji,G

uji,G =
{

vji,G, if (r(j) ≤ CR) or j = r(i)
xji,G, otherwise (3)

where r(j) is a real random number uniform in the range [0, 1] and
CR, a constant in [0, 1], is the crossover probability.

Selection: The fitness value of each trial vector ui,G is compared to
that of its corresponding target vector xi,G in the current population.
If the trial vector has less or equal fitness value than the corresponding
target vector, xi,G will be set to ui,G and enter the population of the
next generation. Otherwise, the old target vector xi,G will be retained
in the population for the next generation.

2.2. Improved DE (IDE)

In natural biological evolution, weak individuals are easily eliminated,
and elites in the society have more chance to inherit their excellent
characteristic to their offspring through genetic transmission. Inspired
by that, competition manipulation among the individuals of the same
generation is adopted in IDE algorithm to enhance the convergence
speed.

Actually, increasing population diversity leads to a reliable result
but convergence is slowed down. On the other hand, guidance provided
by elite individuals accelerates convergence but it increases the risk
of premature. To balance two contradictory aspects: diversity and
guidance, the sub-optimal vector is introduced to the novel mutant
operation. In IDE algorithm, the objective function values of all
individuals are evaluated. After that, the mutant vector is generated
with sub-optimal vector and other two individuals in the group to
improve the convergence speed. IDE algorithm introduces no extra
control parameters to the algorithm, and the computational cost of
the additional sub-optimal individual selection is negligible.

The new mutant operation is as following

vi,G = xp1,G + F (xsub−opt,G − xp2,G) (4)
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Figure 1. The flowchart of IDE algorithm.

p1, p2 ∈ [1, NP ], p1 6= p2 6= i. Here, the sub-optimal value is
introduced to the differential variation (xsub−opt,G − xp2,G). To avoid
overly fast converging to a local optimum domain, the optimal value
is not used in the differential mutation. Fig. 1 presents the flowchart
of IDE with the modification techniques.
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2.3. Fitness Function

fitness =U(F0(θ)−Fd(θ))[α|MSLL−DSLL|+β|NULL−DNULL|] (5)

where U(t) =
{

1, t ≥ 0
0, t < 0 , MSLL is maximum sidelobe level, DSLL

is desired sidelobe level, NULL is null depth, and DNULL is desired
null depth. α and β are weight parameters.

3. SIMULATION

In this section, we carry out some representative simulation
experiments to demonstrate the superior of IDE method. As ED has
been compared to other algorithms [22], here we only focus on the
comparison of DE and IDE algorithms.

3.1. Test Function

Our function testbed contains five 20-dimensional test functions.
The simulation results for these functions are shown in Table 1.
Initial parameter ranges (IPR) are given. At the beginning of the
optimization, the initial parameter values are drawn randomly from the
IPR. We executed 20 test runs with randomly chosen initial parameter
vectors for each test function and each minimization. And the iteration
number is set to 400. The group number is 40, F = 0.6, CR = 0.6.

The results in Table 1 clearly show that in all test cases IDE
exhibits superior performance when compared to DE reported best
results. The optimal value found by IED is smaller than DE. It means
the method proposed in this paper has a better converge speed.

Table 1. Best fitness value optimized by DE and IDE.

DE IDE IPR

Spherical 4.8261e− 012 1.8615e− 016 [−100,100]

Rosenbrock 4.3833 2.4739 [−6,6]

Ackley 0.6971 0.3955 [−40,40]

Griewank 0.2453 0.0238 [−200,200]

Rastrigin 18.0250 1.9324 [−20,20]
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3.2. A Linear Array

Usually, the directional pattern nulls formed by beamforming
algorithm are extremely sharp. However, in practical communication
systems, the high speed jammer motion or broadband signal may bring
the jammers out of the nulls. To illustrate the broad-band interference
suppression capability of IDE, the pattern having a broad null located
at 45◦ ∼ 50◦ is designed. 32 isotropic elements are spaced 0.5λ in
a uniform linear array. The desired sidelobe level DSLL = −20 dB
and the null depth level DNULL = −40 dB. The group number is
40, F = 0.6, CR = 0.8, α = 2, β = 1. Here we only synthesize
the excitation amplitudes. Because of the symmetrical array, only 16
amplitudes are to be optimized. The excitation amplitude distribution
is symmetric with respect to the center of the array.
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Figure 2. Amplitude weights by
IDE for the linear array.
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Figure 3. Fitness value versus
the number of iterations using DE
and IDE.

The excitation amplitude weights derived using IDE are given in
Fig. 2. The corresponding convergence curves are plotted in Fig. 3.
Obviously, convergence speed of IDE is faster than DE. The normalized
radiation pattern in dB obtained at the end of the optimization process
is given in Fig. 4. From the figure we can seen that both DE and IDE
methods satisfy the requirements. But the optimized side-lobe levels of
IDE are about 2 dB lower than that of DE. The null width is accurately
produced by IDE. The shape of the main-beam is not optimized, only
the beam-width is limited to −5◦ ∼ 5◦.

3.3. A Circular Microstrip Antenna Array

In this example, we will address the synthesis problem for a circular
microstrip antenna array. The radiation pattern of each element in the
array is introduced instead of the point sources in the last example.
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By this way, more practical results are obtained.
Antenna array is an important part of smart antenna system.

The circular array attracts attention ahead of other shapes since it
is symmetric geometry.

A circularly-polarized microstrip patch is designed for receiver
system. The basic structure of the antenna is depicted in Fig. 5.
In order to resonate at the center frequency of 1.575GHz, yielding
its dimensions as l = 36.8mm, r = 35 mm, c = 4mm, lf = 7 mm.
The antenna is built up on substrate with εr = 6.15 and thickness
of 3.18 mm. Ten patch elements are placed along a circle radius
R = 184 mm and separated by a uniform angle 36◦. The circle radius
is defined as to accommodate the inter-element distance of d = 0.6λ0.
As shown in Fig. 6(a), the antenna placed symmetric in the array. Due

-80 -60 -40 -20 0 20 40 60 80
-50

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

Azimuth angle (degree)

P
at

te
rn

 (
d

B
)

Desired
DE
IDE

Figure 4. Radiation patterns for a 32-element uniform linear array.

l

l

c

lf

r

Figure 5. Geometry of the circularly-polarized microstrip patch
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to the polarization of elements, the contribution to radiation pattern
in far field of elements at the symmetric location will be counteracted
at direction θ = 0◦. To overcome the polarization counteraction, the
elements are rotated as shown in Fig. 6(b).

All radiation patterns in the following example are obtained using
HFSS11. The couplings mutual among the elements are considered
in the synthesis. The group number is 40, F = 0.6, CR = 0.9,
α = 1, β = 0. The low sidelobe synthesis ability of IDE is examined
in this example. Fig. 6 depicts the gain pattern in x-z plane of this
array. The highest sidelobe level with the same excitation is −10 dB.

(a) Before rotation (b) After rotation

Figure 6. Geometry of the array before and after rotation.

Figure 7. Radiation patterns of
the array before synthesis.

Figure 8. Synthesized radiation
pattern for low sidelobe.



Progress In Electromagnetics Research, Vol. 113, 2011 437

The synthesized result is given in Fig. 7. With the excitation weights
obtained by IDE, the highest sidelobe level drops to −22.9 dB and
overall sidelobe levels are substantially lower. The optimal amplitude
and phase weights are shown in Table 2. The result shows that the
algorithm proposed in this paper reduces the sidelobe level for 12.9 dB.

Table 2. Excitation amplitude and phase of each element for low
sidelobe synthesis.

Element Amplitude Phase Element Amplitude Phase

1 0.9444 −38.3936 6 0.9444 −38.3936

2 0.2253 −63.7946 7 0.2253 −63.7946

3 1.8221 −12.8283 8 1.8221 −12.8283

4 1.0997 −81.4198 9 1.0997 −81.4198

5 0.2691 −3.3572 10 0.2691 −3.3572

Then we synthesize a beam scan radiation pattern. Here, the
maximum radiation direction desired for this array is at θ = −30◦.
From the radiation pattern shown in Fig. 9 we can see the radiation
can focus on the desired direction with the optimal solutions found by
IDE. The corresponding excitation amplitude and phase weights are
given in Table 3.

The results shown in Figs. 6–8 confirm that IDE presented in this
paper is able to approach the desired pattern by controlling the element
excitations of the circular array.

Figure 9. Synthesized radiation pattern for beam scan at θ = −30◦.
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Table 3. Excitation amplitude and phase of each element for beam
scan synthesis.

Element Amplitude Phase Element Amplitude Phase

1 0.6536 64.801 6 1.131 −109.751

2 2.3224 −125.199 7 0.9565 137.2963

3 3.2041 −18.6127 8 2.8167 68.6576

4 0.4063 13.2671 9 0.2316 123.3881

5 1.2917 141.7415 10 0.6677 −71.6369

4. CONCLUSION

In this paper, IDE with a novel mutant operation adopting sub-
optimal individual is proposed. By this way, the convergence speed is
improved without increasing the risk of premature. The new algorithm
introduces no extra control parameters to the algorithm, and the
computational cost of the additional sub-optimal individual search is
negligible. The simulation results of test functions show the superior
performance of IDE. With the optimal solution found by IED, the
broad nulls are realized to suppress broad-band interferences in a linear
array. Then it is applied to the low sidelobe and beam scan synthesis
of a microstrip antenna array. With the optimal weights found by IDE,
the sidelobe level is decreased 12.9 dB and the mainlobe can scan to
the desired angle.
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