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Abstract—Based on an analytical expression for the integration of
the free-space Green’s function involving any combination of basis and
test functions, an accurate and highly efficient method to determine
the Method of Moments matrix has been developed. A full analytical
expression is obtained through direct integration of the Taylor’s series
expansion of the free-space Green’s function. Based on the distance
between the source and observation points, a criterion is established to
reduce the full expression to a much-simplified expression, which speeds
up the computational efficiency to fill up the Method of Moments
matrix without compromising the solution accuracy.

1. INTRODUCTION

In any method of moments (MoM) formulation, depending on the
selection of the basis functions and the test functions, the impedance
matrix can be ill-conditioned [1–4]. As such, the overall accuracy
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depends very much on accurate evaluation of the integrals, especially
diagonal elements of the matrix. Besides accuracy, efficiency is also
one of the main concerns. The solution time for MoM consists of
the matrix-fill time and the matrix-solve time. The matrix-fill time
is the time taken to calculate all the elements of the impedance
matrix, whereas, the matrix-solve time is the time taken to solve
the matrix. Depending on the matrix size, the matrix-fill time can
contribute a significant portion of the total solution time. Many
approaches have been reported to reduce the matrix-fill time. One
common approach is to employ interpolation method [5–7]. It evaluates
impedance matrices at a few selected frequencies and interpolates
impedance matrices for the rest of frequencies. The improvement
on the overall matrix-fill time depends on the number of simulation
frequencies, which can be a several decades. However, the matrix-
fill time for a single frequency still takes up substantial amount of
time. Another approach is the application of the artificial neural
networks (ANN) based model [8, 9]. Its computational efficiency is
superior but suffers in solution’s accuracy. Subsequently, a hybrid
approach that combines neural networks and method of moments (NN-
MoM) [10] is proposed to optimize both matrix-fill time and solution
accuracy. It employs two trained radial basis function-neural networks
(RBF-NN) to calculate majority of elements in the coupling matrix,
the rest of elements are calculated using the conventional method.
This approach provides better accuracy but does not reduce matrix-
fill time significantly. Some researchers use analytical simplification
method [11–13] to reduce the impedance equation format from double
integral to single integral. This approach effectively reduces the
matrix-fill time but it is still not as efficient as the analytical approach
for the evaluation of the impedance matrix elements [14–16]. The
analytical approach eliminates the need of numerical integration and
therefore, reduces the matrix-fill time significantly. Some other fast
algorithms can be found in [17–20].

In this paper, an analytical approach is adopted for evaluation of
the impedance matrix elements with the objectives of achieving both
computational efficiency and solution’s accuracy. To obtain analytical
expressions for matrix elements, one needs to know the specific basis
and test functions. The choice of basis and test functions in the
formulation of MoM matrix is very much dependent on the required
accuracy and the ease of numerical implementation. The analytical
approach proposed in this paper has the flexibility of choosing any
combination of basis and test functions, as long as they can be
expressed in polynomial form.

For example, in the electric field integral equations (EFIEs)



Progress In Electromagnetics Research, PIER 94, 2009 369

formulated in Section 2, depending on the choice of basis function
and test function, the order of the integrations can range from 2
to 6. If all these integrations are carried out numerically, it will
take up a substantial portion of the matrix-fill time. Also, the
solution’s accuracy depends very much on resolution of the numerical
integration. The double integration using analytical expressions has
been reported [14, 15]. However, analytical expression for higher order
integration has not been reported. Although, third order integration
has been provided in [16], the integrations are derived for triangular
basis function with line matching only. The major contribution of this
paper is to provide the analytical expressions to evaluate higher-order
integrals, up to sixth or even higher order, if needed.

2. FORMULATIONS OF ELECTRIC FIELD INTEGRAL
EQUATIONS

A typical printed circuit structure will be used as an example for the
EFIEs formulation. In most practical applications, the thickness of
the conductor (around 0.025 to 0.05 mm) is much smaller than that
of substrate (around 0.8 to 1.6 mm). Therefore, the conductor can
be approximated as two-dimensional (2D) perfect electric conductor
(PEC) (zero thickness). The substrate used in PCB is assumed to be
homogeneous, isotropic and lossless with a defined dielectric constant.

Under the influence of an incident electric field Ei, a PCB as shown
in Figure 1, causes a scattered electric field Es. Then, the resultant
electric field E in free-space will be given as:

E = Ei + Es (1)

From [21], the scattered fields are given as follows:
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where
r′ — position vector of the source point
Es

c(r) — scattered electric field due to the conductor
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Es
d(r) — scattered electric field due to the substrate

Jc(r′) — 2D conduction current density on the 2D conductor
surface
Jd(r′) — 3D polarization current density within the substrate
Jd(r′)norm — 3D normal polarization current density at
conductor/substrate boundary

G(r; r′) is the free-space Green’s function and is given by:

G
(
r; r′

)
=

e−jko|r−r′|

4π |r− r′| (4)

and the free-space wave number is given as

ko = ω
√

µoεo (5)

By choosing the basis functions of Jc(r′), Jd(r′) and Jd(r′)norm to
be βc(r′), βd(r′) and βb(r′), respectively, and left out all the coefficients
and constants, only two types of integral g1(r; r′) and g2(r; r′) are
required.
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where j = c, d or b and βj is the region of integration of the basis
function βj(r′). By choosing θi(r) to be the test function and applying
the MoM procedure, (6) and (7) become (8) and (9), respectively:
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where i = c, d or b and θi is the region of integration of the test function
θi(r).
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Figure 1. Finite-size printed
circuit structure.
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Figure 2. Source region and test
interval.

3. EXPANSION OF FREE-SPACE GREEN’S FUNCTION

In the past, direct integration of G(r; r′) is not readily available until
Alatan, et al., expanded G(r; r′) in Taylor’s series around Ro [15].

e−jkoR

4πR
≈ e−jkoRo

4πR

n∑

p=0

(−j)p kp
o (R−Ro)

p

p!
(10)

where R = |r− r′|. As long as |R − Ro| is sufficiently small, G(r; r′)
can be approximated by only a few terms of Taylor’s series expansion.
The error bound of the series depends on the number of terms to be
included in calculation. The error bound of (10) up to nth order can
be obtained by

error ≤
∣∣∣∣
e−jkoRo

4πR

∣∣∣∣
∣∣∣∣
kn+1

o (R−Ro)n+1

(n + 1)!

∣∣∣∣ + O
(
Rn+2

)
(11)

Once G(r; r′) is expanded in Taylor’s series, analytical expressions
for the integration of G(r; r′) can be derived. To determine error bound
of the series, Figure 2 is an example used to illustrate the procedure.

Figure 2 shows an example of a source patch where the basis
function is situated and an observation line path (line matching
test function); r′ and r are the position vectors for the source and
observation points, respectively. The distance between the observation
point (ui, vi, wi) and source point (uj , vj , wj) is R. The distance
between midpoint of the line path (uio, vio, wio) and the centre of the
source patch (ujo, vjo, wjo) is Ro. It can be observed from Figure 2
that the maximum distance between R and Ro occurs when both
(uio, vio, wio) and (ujo, vjo, wjo) lie on the same point. This distance
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Table 1. Error bound of max |R−Ro|.
Basis function/Test function max |R−Ro|

point/point (0D/0D) 0
line/point (1D/0D) 0.05λ

surface/point (2D/0D) 0.05
√

2λ

volume/point (3D/0D) 0.05
√

3λ

line/line (1D/1D) 0.1λ

surface/line (2D/1D) 0.05
√

5λ

volume/line (3D/1D) 0.05
√

6λ

surface/surface (2D/2D) 0.1
√

2λ

volume/surface (3D/2D) 0.15λ

volume/volume (3D/3D) 0.1
√

3λ

can be calculated by:

max |R−Ro| =
√

(∆uj)
2 + (∆vj/2)2 = 0.05

√
5λ (12)

where ∆ui = ∆uj = ∆vj = 0.1λ and λ is the wavelength. Many
different combinations of basis and test functions were available.
Table 1 shows the error bound of max |R − Ro| for the typical
combinations of basis and test functions.

By assuming the maximum grid size for the structure in the
modeling to be 0.1λ, Table 2 shows the error bound of (10) for one-
dimension basis function/one-dimension test function (1D/1D), two-
dimension basis function/two-dimension test function (2D/2D) and
three-dimension basis function/three-dimension test function (3D/3D)
with various order, n.

From Table 2, the worst error bound of (10) for 3D/3D case up
to 5th order is 0.231%. It is sufficiently accurate for most engineering
problems. However if accuracy of better than 0.1% error bound is
required, (10) will be truncated till higher order terms. By applying
the binomial expansion to (R−Ro)p, (10) can be rewrite as (13).
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4πR
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4πR

n∑
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βpR
p (13)
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p! (m− p)!
Rm−p

o (14)
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Table 2. Error bound of (10).

Order n 1D/1D 2D/2D 3D/3D
0 62.8% 88.9% 109%
1 19.7% 19.7% 59.2%
2 4.13% 11.7% 21.5%
3 0.649% 2.60% 5.84%
4 0.0816% 0.462% 1.27%
5 0.00855% 0.0684% 0.231%
6 0.000767% 0.00868% 0.0359%

With (13), analytical expression for the integration of G(r; r′) is
now possible since all the terms in (13) have closed form integrals.

4. ANALYTICAL EXPRESSIONS FOR INTEGRALS

As long as both the basis and test functions are in polynomial forms,
only one kind of integration is required to solve, which is given in (15),

g (u, v, w) =
∫

ΩT

umf (u, v, w) dΩT (15)

where ΩT is the integration domain (the domain can be line (1D), area
(2D) or volume (3D)) for test function and

f (u, v, w) =
∫

ΩB

umRndΩB (16)

where R =
√

u2 + v2 + w2 and ΩB is the integration domain for basis
function. Similarly, the domain can be line (1D), area (2D) or volume
(3D). Since analytical expressions for the integrations of even-powered
R terms are easily obtainable, only the integrations of odd-powered
terms are discussed from this point onwards. The full expressions
of (16) can be obtained from Appendix A and then the full expression
of (15) can be evaluated by making full use of the solutions of the
integrals given in Appendix A. For simplicity, only the expressions for
single, double and triple integrals are given Appendix A. Higher order
integrals can be evaluated by further integrating the triple integrals.
Appendix A has given all the necessary integral expressions. From
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detail study, only the six integrals listed as follow are required to
evaluate (15) and (16).
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A close observation reveals that the integral expressions of (15)
and (16) consist of arctangent and logarithmic functions (full
expressions are given in Appendix A). From the computational
efficiency perspective, these functions should be avoided as much as
possible, as they are subroutines in the computer program which
require time to compute. As matrix size increases, the total time taken
to compute all the matrix elements involving these functions can be
substantial. To avoid the use of these functions, all odd-powered R
terms (example 1/R, R and R3) in (13) are further expanded in terms
of Taylor’s series around Ro.
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√
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To have a clear picture on how the expression looks like, an
example for α = −1 is given as follow:
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+
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v′w′ − 15uovowo

R7
o

u′v′w′+, . . . ,

With (17), all odd-powered R terms can now be easily integrated
by using simple mathematical operation without involving the
arctangent and logarithmic subroutines.

The only drawback of (17) is that it cannot be used when the
distance between observation point and source point is approaching
zero due to the singularity natures of (17). Through experiment, it
is found that large error occurs when Ro < max(∆uj , ∆vj , ∆wj) and
the error is nearly negligible when Ro ≥ 2max(∆uj , ∆vj , ∆wj)+∆ui.
Hence, the use of Taylor’s series expansions in (17) is restricted to
Ro ≥ 2max(∆uj , ∆vj , ∆wj) + ∆ui. The limits of the two regions are
defined in Table 3. For Region I, the integrals will have to be carried
out with the usual arctangent and logarithmic functions. However,
most of the matrix elements have satisfied the criterion of Region II
except the diagonal and near-diagonal matrix elements. For example
if ∆ui = ∆uj = ∆vj , only the self-element, the adjacent elements and
elements next to the adjacent elements (total nine elements) fall in
Region I, the rest of the elements fall in Region II.

5. EFFICIENCY AND ACCURACY OF ANALYTICAL
METHOD TO COMPUTE THE MOM MATRIX

To demonstrate the computational efficiency of the proposed analytical
method, triangular basis function with line matching test function
is selected to solve the EFIEs described in (2)–(3) with the number
of term n in (13) used for Taylor’s series expansion is set to 5 and
the number of term N in (17) is set to 5 as well. By applying the
MoM procedure, only four different kinds of integration are required
to solve. These are surface integration of 2D pulse function (I2DΠ),
volume integration of 3D pulse function (I3DΠ), triple integration of 2D
triangular function (I2DΛ) and quadruple integration of 3D triangular
function (I3DΛ). Their mathematical expressions are given by:

I2DΠ =
1
4π

∫ ∆vj
2

−∆vj
2

∫ ∆uj
2

−∆uj
2

e−jkoR

R
dujdvj (18)

Table 3. Region definitions.

Region I Region II
Ro < 2max(∆ui∆vi∆wi) + ∆ui Ro ≥ 2max(∆ui∆vi∆wi) + ∆ui
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Table 4. CPU times for one matrix element using different methods.

16-point
quadrature

128-point
quadrature

Region I Region II

I2DΠ 0.0422ms 2.66 ms 0.937µs 0.422µs
I2DΛ 0.6844ms 349.69ms 2.734µs 0.672µs
I3DΠ 0.6515ms 333.6ms 3.032µs 0.5µs
I3DΛ 10.5813ms 43.575 s 8.61µs 0.718µs

I2DΛ =
1
4π

∫ ∆ui
2

−∆ui
2

∫ ∆vj
2
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2
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2
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2
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R

(
1
2
± uj

∆uj

)
dujdvjdui(19)
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2
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1
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2
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∫ ∆vj
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2
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R

×
(

1
2
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∆uj

)
dujdvjdwjdui (21)

Computation times for a matrix element using 16-point
quadrature integration, 128-point quadrature integration, analytical
expression for Region I (defined in Table 3) and analytical expression
for Region II (defined in Table 3 as well) are compared and tabulated in
Table 4. All results provided in Table 4 are obtained using a Pentium
D 820 CPU (2.8 GHz). Taking the 16-point quadrature integration as
the reference, relative speed improvement factors for computing I2DΠ,
I2DΛ, I3DΠ and I3DΛ, respectively, are nearly 40, 250, 210, 1200 for
Region I and 100, 1000, 1300, 14000 for Region II, respectively.

A microstrip line structure with load end short-circuited, as shown
in Figure 3, is used as a test case. The dimensions of the microstrip
line: length = 100 mm, width = 1 mm, thickness = 1 mm and ground
plane width = 5mm. The microstrip line structure is subdivided with
equal rectangular cells 2.5 mm by 1 mm by 1 mm. The matrix size
of the microstrip line structure is 995 by 995. Since, we use equal
rectangular cell in this example, many matrix elements have same
values and will only need to calculate once. This will greatly reduce the
overall matrix-fill time. Table 5 shows that matrix-fill time is reduced
by nearly 20 times with respect to the 16-points quadrature approach
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Figure 3. A short-circuited microstrip line.

Table 5. Matrix-fill times for microstrip structure using different
methods.

16-point quadrature 128-point quadrature Proposed method

Microstrip 14.484 s 53,200.791 s 0.703 s
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Figure 4. Current distributions
of the short-circuited microstrip
line at 350MHz.
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Figure 5. Current distributions
of the short-circuited microstrip
line at 1 GHz.

or 75,000 times with respect to the 128-points quadrature approach.
To verify the solution accuracy, the current distributions along the

short-circuited microstrip line at 350MHz (the resonant frequency) and
1GHz with 1 V excitation source, using the analytical method, the 16-
point quadrature integration and the 128-point quadrature integration
are shown in Figure 4 and Figure 5, respectively.

The comparisons show that the analytical method proposed in
the paper is in very good agreement with the 128-point quadrature
integration method. The 16-point quadrature integration method
produces significantly higher current than the other two methods. The
discrepancy is expected because the 16-point quadrature integration is
expected to incur larger error in the integration.
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Figure 6. Input impedance of
the short-circuited microstrip line
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Figure 7. Input impedance of
the short-circuited microstrip line
(imaginary part).

The plots of real and imaginary parts of input impedance
versus frequency of the short-circuited microstrip line using the
three approaches are shown in Figure 6 and Figure 7, respectively.
Again, the analytical method is in close agreement with the 128-point
quadrature integration method. The 16-points quadrature integration
method matches quite well with the other two methods but significant
discrepancies show up at the resonant frequency.

With the above comparison in both computational speed and
accuracy, the analytical method proposed in this paper has been proven
to be as accurate as the 128-point quadrature integration method, and
also at very much reduced CPU time.

6. CONCLUSION

Through the use of Taylor’s series expansion of the free-space Green’s
function, the analytical expressions for any order of the integration of
the Green’s function have been developed. Further simplification to
these expressions has also been derived by expanding the R terms in
terms of Taylor’s series. The computational efficiency and accuracy
have been discussed, and the proposed method has demonstrated its
efficiency and accuracy.

APPENDIX A.

The full expressions of all the integrations required in this paper are
listed here. The definition of Cn

m is given by

Cn
m =

n!
m! (n−m)!
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∫
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p=0

(−1)p Cn
m/2

(
v2 + w2

)p ∫
Rn+m−2pdu,

m=even

∫
un

(u2+w2) R
du =





(n−3)/2∑
p=0

(−1)p w2p
∫ un−2−2p

R
du

+(−1)(n−3)/2v−1wn−1 tanh−1 v
R , n = odd

n/2−1∑
p=0

(−1)pw2p
∫ un−2−2p

R
du

+(−1)n/2v−1wn−1 tan−1 uv

wR
, n = even

∫
un tanh−1 u

R
du =

un+1

n + 1
tanh−1 u

R
− 1

(n + 1)

∫
un+1

R
du

∫
un tanh−1 v

R
du =

un+1

n + 1
tanh−1 v

R
+

v

(n + 1)

∫
un+2

(u2 + w2)R
du

∫
un tan−1 vw

uR
du =

un+1

n + 1
tan−1 vw

uR
+

vw

(n + 1)

∫
un+1

(u2 + v2) R
du

+
vw

(n + 1)

∫
un+1

(u2 + w2) R
du

∫
un tan−1 uw

vR
du =

un+1

n + 1
tan−1 uw

vR
− vw

(n + 1)

∫
un+1

(u2 + v2) R
du
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∫∫
Rndudv =





u
(n−1)/2∑

p=0




p−1∏
q=0

(n−2q)

p∏
q=0

(n+1−2q)

p∑
s=0

Cp
s ws

∫
vp−sRn−2pdv




+

[
(n−1)/2∏

q=0

(n−2q)
(n+1−2q)

]
(n+1)/2∑

s=0
C

(n+1)/2
s ws

× ∫
v(n+1)/2−s tanh−1 u

R
dv, n = odd

u
n/2∑
p=0




p−1∏
q=0

(n−2q)

p∏
q=0

(n+1−2q)

p∑
s=0

Cp
s ws

∫
vp−sRn−2pdv


,

n = even

∫∫
umRndudv =





(m−1)/2∑
p=0

(−1)p Cn
(m−1)/2

p∑
s=0

Cp
s ws

n+m−2p+1

× ∫
vp−sRn+m−2p+1dv, m = odd

m/2∑
p=0

(−1)p Cn
m/2

p∑
s=0

Cp
s ws

× ∫
vp−s

∫
Rn+m−2pdudv, m = even

∫∫∫
Rndudvdw =





u
(n−1)/2∑

p=0




p−1∏
q=0

(n−2q)

p∏
q=0

(n+1−2q)

p∑
s=0

Cp
s

∫
ws

∫
vp−sRn−2pdvdw




+

[
(n−1)/2∏

q=0

(n−2q)
(n+1−2q)

]
(n+1)2∑

s=0
C

(n+1)/2
s

× ∫
ws

∫
v(n+1)/2−s tanh−1 u

Rdvdw, n = odd

u
n/2∑
p=0




p−1∏
q=0

(n−2q)

p∏
q=0

(n+1−2q)

p∑
s=0

Cp
s

∫
ws

∫
vp−sRn−2pdvdw


,

n = even

∫∫∫
umRndudvdw =





(m−1)/2∑
p=0

(−1)p Cn
(m−1)/2

p∑
s=0

Cp
s

n+m−2p+1

× ∫
ws

∫
vp−sRn+m−2p+1dvdw, m = odd

m/2∑
p=0

(−1)p Cn
m/2

p∑
s=0

Cp
s

× ∫
ws

∫
vp−s

∫
Rn+m−2pdudvdw, m = even
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