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Abstract—For maneuvering target tracking, we propose a novel grey
prediction based particle filter (GP-PF), which incorporates the grey
prediction algorithm into the standard particle filter (SPF). The basic
idea of the GP-PF is that new particles are sampled by both the
state transition prior and the grey prediction algorithm. Since the
grey prediction algorithm is a kind of model-free method and is able
to predict the system state based on historical measurements other
than establishing a priori dynamic model, the GP-PF can significantly
alleviate the sample degeneracy problem which is common in SPF,
especially when it is used for maneuvering target tracking. Simulations
are conducted in the context of two typical maneuvering motion
scenarios and the results indicate that the overall performance of
the proposed GP-PF is better than the SPF and the multiple model
particle filter (MMPF) when the tracking accuracy, computational
complexity and tracking lost probability are considered. The
performance improvements can be attributed to that the GP-PF has
both model-based and model-free features.

1. INTRODUCTION

The problem of target tracking has been an important issue of signal
processing for many years, and a variety of tracking methods have
been proposed in literatures [1–4]. For linear Gaussian problems, the
Kalman Filter (KF) can be applied to obtain optimal solutions [5–
7]. For nonlinear problems, many nonlinear filtering techniques have
been proposed, such as Extended Kalman Filter (EKF) and Unscented
Kalman Filter (UKF), which are usually implemented to provide
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Gaussian approximation to the posterior probability density function
(pdf) in the state space [8–10]. In recent years, the sequential
Monte Carlo methods, also known as particle filters (PFs) [11], have
attracted a lot of researchers’ attention [12–17]. The key idea of
this technique is to represent the probability density by a set of
samples with their associated weights. Due to this sample-based
representation, particle filters are able to represent a wide range of
probability densities, allowing online, real-time estimation of nonlinear,
non-Gaussian dynamic systems. Thus, particle filters have been
applied with great success to a variety of target tracking problems [18–
21].

All the target tracking methods mentioned above are model-
based. They assume that the target motion and its observations can
be represented by some known mathematical models with sufficient
accuracy [22]. However, it is generally difficult to use a single model
to represent the motion of a maneuvering target, as the maneuvers
are often abrupt deviated from the preceding motion. Hence, multiple
model (MM) based approaches are often used for maneuvering target
tracking to cover the true dynamics of the target [23, 24]. Though MM-
based methods have shown attractive benefits in many situations, these
algorithms require as many predetermined sub-models as necessary to
handle the varying target maneuver characteristics [25]. This may
not only incurs extra computational complexity, but also leads to
estimation accuracy degradation in cases that some of the models do
not match the target motion well. The selection of a proper model
set is always a difficult problem [26, 27]. To overcome this problem,
the idea of variable structure multiple model and adaptive multiple
model methods are proposed [28, 29], where the model set is time-
varying and adaptive. Though these methods provide possible ways
in some situations, they require much more extra information, such as
the target acceleration, the road map, etc., which are hard to obtain
in the real-word applications.

To overcome the drawbacks of MM-based algorithms, in this
paper, we incorporate the grey prediction [30, 31], which is a model-
free method and requires no a priori dynamic model of target, into the
standard particle filter (SPF) for maneuvering target tracking. The
proposed grey prediction based particle filter (GP-PF) has both the
inherent advantages of model-based and model-free system, and thus
can improve the maneuvering target tracking performance.

The paper is organized as follows: in Section 2, the constant
velocity model and the basic concept of grey prediction are described,
and the proposed GP-PF algorithm is presented in detail; in Section 3
we compare the tracking performance of the proposed GP-PF, the SPF
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and the multiple model particle filter (MMPF) in terms of tracking
accuracy, computational complexity and tracking lost probability; in
Section 4, conclusion remarks are made.

2. GREY PREDICTION BASED PARTICLE FILTER
(GP-PF)

2.1. Constant Velocity Model

The model-based target tracking methods assume that the target
motion and its observations are represented by some known
mathematic models. One of the most frequently used and simplest
target motion model is the constant velocity model [22], which will be
used in the proposed GP-PF algorithm. The constant velocity model
is generally described as:

xk = A(T )xk−1 + B(T )ωk (1)

where xk = [xk, ẋk, yk, ẏk]′ is target state vector at time kT (k is the
time index and T is the sampling interval); The variables (xk, yk) and
(ẋk, ẏk) represent the target position, speed in the x and y coordinate,

respectively; A =




1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1


is the state transition matrix, and

B =




T 2/2 0
T 0
0 T 2/2
0 T


 is the noise matrix; ωk is the vector of input

white noise with zero mean and covariance matrix Q.
The measurement equation is

zk = Hxk + vk (2)

where the measurement matrix H is defined as H =
(

1 0 0 0
0 0 1 0

)
.

It is obvious that zk = [zx
k , zy

k ]′ consists of position measurements in the
x and y direction. The measurement noise vk is a zero-mean Gaussian
noise vector with covariance matrix R.

2.2. Grey Prediction

The grey prediction was firstly introduced in 1982 [32]. It is able
to analyze the indeterminate and incomplete data to establish the
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systematic relations. It assumes the internal structure, parameters,
and characteristics of the observed system are unknown. The system
state can be predicted by a differential equation from the recently
historical measurements. The grey prediction has been widely used
in applications of social sciences, agriculture, procreation, power
consumption, and management.

The basic procedure for grey prediction is as follows [33]:
Step 1: Construct a data series that contains the recent

measurements:

z(0) =

{
z(0)(1), z(0)(2), . . . , z(0)(n)

}

=

{
z(0)(k); k = 1, 2, . . . , n

}
(3)

where z(0)(k) is the measurement from sensory information at time k
and n is the length of the data series.

Step 2: Form a new data series z(1) by an accumulated generating
operation (AGO):

z(1) =

{
z(1)(1), z(1)(2), . . . , z(1)(n)

}

=

{
z(1)(k); k = 1, 2, . . . , n

}
(4)

where

z(1)(k) =

{
k∑

i=1

z(0)(i), k = 1, 2, . . . , n

}
(5)

Step 3: Form the grey differential equation:

dz(1)

dt
+ az(1) = b (6)

with initial condition z(1)(1) = z(0)(1). The coefficients, a and b, can
be obtained by using the least square method, as shown in (7):

â =
[

a
b

]
= (BT B)

−1
BT YN (7)
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where B =




−Z(1)(2) 1
−Z(1)(3) 1

. . . . . .
−Z(1)(n) 1


, YN =




z(0)(2)
z(0)(3)

. . .
z(0)(n)


, and Z(1)(k) =

αz(1)(k) + (1− α)z(1)(k− 1), k = 2, 3, . . . , n, α is the weighting factor.
Step 4: Obtain the prediction value:
Once a and b in (6) are obtained, the grey differential equation

can be used to predict the value of state z at time instant k + 1.
The AGO grey prediction model can be obtained:

ẑ(1)(k + 1) =

[
z(0)(1)− b

a

]
e−ak +

b

a
, k = 0, 1, . . . (8)

Then the prediction value of the state can be calculated by an
inverse accumulated generating operation (IAGO):

ẑ(0)(k + 1) = ẑ(1)(k + 1)− ẑ(1)(k)

=

(
1− e−a

)[
z(0)(1)− b

a

]
e−ak (9)

2.3. Proposed GP-PF

In this section the proposed GP-PF algorithm is presented. For
completeness, a brief review of SPF is described first.

Unlike the conventional analytical approximation methods,
particle filters are commonly used for the approximation of intractable
integrals and rely on the ability to draw random samples (or particles)
from a probability distribution. The key idea is to represent the
posterior probability density function of the target state given the
observations by a set of random particles {xj

k}N
j=1 with their associated

weights {wj
k}N

j=1, where k is the time index, j is the particle index and
N is particle number, i.e.,

p(xk | zk) =
1

Wk

N∑

j=1

wj
kδ(xk − xj

k) (10)

where Wk =
∑N

j=1 wj
k. Then one can compute an optimal estimate

based on these particles and weights. In the processing of particle
filters, generally there are three important operations [12]:

1) Sampling: generating new particles xj
k ∼ π(xk | xj

k−1, z1:k) for
j = 1, . . . , N , where π(xk | xj

k−1, z1:k) is the proposal distribution. The
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most popular choice of the proposal distribution is the transition prior
π(xk | xj

k−1, zk) = p(xk | xi
k−1) due to its simplicity.

2) Weight: assigning an importance weight wj
k to the particle xj

k
based on the received observations as follows:

wj
k = wj

k−1

p
(
zk | xj

k

)
p

(
xj

k | xj
k−1

)

π
(
xj

k | xj
k−1, z1:k

) (11)

followed by normalization wj
k = wj

k

[
∑N

j=1 wj
k

]−1

.

3) Resampling: drawing new particles {x̃j
k}N

j=1 from the above
set of particles {xj

k}N
j=1 based on the particle weights according to a

resampling algorithm.
As model-based methods, particle filters are implemented on

the base of state model and measurement model. In the SPF, the
transition prior is used as the proposal distribution, thus, the sampling
operation is conducted according to the target state equation, and the
weights are calculated according to the measurement equation. If the
models represent the target’s dynamics and measurements well, good
performance may be obtained by the SPF. However, when maneuvering
target tracking problems are considered, the true dynamics is hard to
be represented accurately, and this may lead to the sample degeneracy
problem [34], where almost all particles have negligible weights after
a few iterations. This phenomenon implies that a large amount of
computational efforts will be devoted to updating particles whose
contribution to the approximation of p(xk | zk) is almost zero. This
means that the sampled particles contain little information about the
true target state and the tracking performance will consequently be
degraded.

In order to alleviate this sample degeneracy problem, we try to
take advantage of the grey prediction and incorporate it into the
particle filter. As described in Section 2.2, the grey prediction is a kind
of model-free method, and can predict the trend of system state when
some historical measurements are available. Since the grey prediction
does not require establishing a priori dynamic model of the target, it
can compensate those drawbacks of the model-based methods.

The key idea of the GP-PF is that new particles are sampled by
two ways: one is by the state transition prior, as in the operation
of the SPF, and the other is by the grey prediction. That is, at
every time index k, some of the particles are sampled by the state
transition prior from particles of time index k−1; meanwhile, the other
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particles are obtained based on the recent measurements zx
(k−L):(k−1)

and zy
(k−L):(k−1) by running the grey prediction algorithm. These two

parts of particles form the total particles, and then the weighting,
estimating and resampling are followed as the SPF.

Table 1. The outline of the GP-PF algorithm.

Initialization: k = 0
for j = 1, . . . , Np

Generate samples {xj
0 ∼ p(x0)}

Calculate weight wj = 1/Np

end
for k = 1, 2, . . .(main loop)

Grey Prediction
Xgrey

k = grey prediction(zx
(k−L):(k−1)), k = L + 1, L + 2, . . .

Y grey
k = grey prediction(zy

(k−L):)(k−1)), k = L + 1, L + 2, . . .

Sampling Step
Grey prediction based sampling

for j = 1 : Ngrey
p , generate samples:

xj
k =




Xgrey
k

vxk

Y grey
k

vyk


 + B(T )ωj

k

where
vxk = (Xgrey

k −Xgrey
k−1 )/T , vyk = (Y grey

k − Y grey
k−1 )/T ,

and ωj
k ∼ N(0, Q)

end
Normal sampling

for j = (Ngrey
p + 1) : Np, generate samples:

xj
k = A(T )xj

k−1 + B(T )ωj
k

end
Importance Step

for j = 1 : Np, calculate the importance weights:

wj
k = wj

k−1p(zk | xj
k),

end
followed by normalization:

w̄j
k = wj

k/
∑Np

j=1 wj
k

State Estimation Step

x̂ = E[xk | z1:k] =
∑Np

j=1 w̄j
kxj

k

Resampling Step
end



244 Chen et al.

The outline of the GP-PF is shown in Table 1, where p(x0) is
the initial probability for the state vector; Np is the total number
of particles, and Ngrey

p is the number of particles generated by grey
prediction; grey prediction is the function that performs the grey
prediction algorithm described in Section 2.2; L is the length of the
data series used for grey prediction algorithm.

3. SIMULATION RESULTS

To validate the proposed algorithm, two typical scenarios of
maneuvering target tracking are examined: one case corresponds to
small maneuvers and the other corresponds to large maneuvers. We
compare the performance of the GP-PF with the SPF and the MMPF
in terms of tracking accuracy, computational complexity and tracking
lost probability. The common parameters used in the two cases are
given as follows: sampling interval T = 0.5 s; Q = [42, 0; 0, 42], R =
[202, 0; 0, 202]; α = 0.4; L = 10; The particle number Np for SPF,
MMPF and GP-PF is 1000. We have implemented the algorithms in
Matlab 7.1, and simulation results are obtained from 100 independent
Monte Carlo runs.

3.1. Case 1: Target Tracking with Small Maneuvers

3.1.1. Target Scenario

The target scenario is generated by

xk = A(T )xk−1 + Bu(T )uk + B(T )wk (12)
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Figure 1. True target trajectory.
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where Bu =




T 2/2 0
T 0
0 T 2/2
0 T


 is the input matrix, uk = [ux

k, uy
k]
′ is

acceleration input vector [22]. Different uk in (12) construct different
maneuvering models. When using the MMPF, the acceleration uk

is modeled as a first-order Markov chain that takes values from a set
of acceleration levels {(ux

1 , uy
1), (u

x
2 , uy

2), . . . , (u
x
M , uy

M )}, with transition
probabilities pij = P (uk = mj | uk−1 = mi), i, j = 1, . . . , M , where M
is the number of the models. Note that (12) will be simplified to
the constant velocity model (1), if the term Bu(T )uk is removed, or
equivalently, uk = 0.

The target moves from position (0m, 0 m) with initial speed
(10m/s, 10 m/s). Table 2 lists the detailed description of the target
motion, and the trajectory is shown in Fig. 1. Fig. 2 gives the actual
target speed, which shows the maneuver of the target. The particle
number for grey prediction is Ngrey

p = Np/10; The ux and uy that
construct the model set of MMPF are both from the acceleration
set {−10,−8,−6, . . . , 6, 8, 10}; Transition probabilities pii = 0.7 and
pij = 0.0025 for i 6= j.

Table 2. Description of target motion.

Time index (0.5 sec) Target motion
0–125 Constant velocity

126–140 Constant acceleration (8 m/s2, 0 m/s2)
141–190 Constant velocity
191–215 Constant acceleration (−8m/s2, 0 m/s2)
216–220 Constant acceleration (0 m/s2, 8 m/s2)
221–300 Constant velocity

3.1.2. Tracking Performance Comparison

Figure 3 shows the tracking results by the SPF, the MMPF and
the proposed GP-PF. For a more clear view of the differences of the
tracking performance by different methods, Fig. 4 shows the root mean
squared error (RMSE) of estimated position corresponding to the three
filters. It is clear that when the target is during the maneuvering, the
SPF can not maintain good tracking accuracy. This is because the
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true dynamics of target changes abruptly so the model can no longer
represent the target motion well, thus the weights of most particles
may become negligible. Under such circumstance, the SPF can not
work well. On the contrary, in the proposed GP-PF, because of its
combination of model-based and model-free characteristics, even if
the particles sampled by the state transition model are useless, those
generated by grey prediction also contain information about the target
state, which guarantees the tracking accuracy.

When the performance of the proposed GP-PF and the MMPF
is compared, from Fig. 4 it can be found that the GP-PF and the
MMPF have approximately equal tracking performance, which is also
confirmed by the position RMSE comparison listed in Table 3. If
detailed comparison of the GP-PF and the MMPF in Fig. 4 is made,
it is shown that during maneuvering period, the tracking performance
of the MMPF is a little bit better than the proposed GP-PF, and
during non-maneuvering period, the performance of GP-PF is a little
bit better than the MMPF. This can be explained as follows: When
the target is during maneuvering, the sub-models in MMPF can cover
the true state of the target better than using GP-PF, which makes
the MMPF work better. However, during non-maneuvering, most of
models of the MMPF are deviated from the true target dynamics, and
the so-called model competition occurs,which degrades the tracking
accuracy [35].

Beside the tracking accuracy, the other two important parameters
in target tracking are computational complexity and tracking
lost probability. For a complete comparison, Table 3 lists the
position RMSE (representing tracking accuracy), consumption time
(representing computational complexity) and number of tracking lost
in 100 Monte Carlo runs (representing tracking lost probability) for
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Figure 3. Estimated trajectory
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the SPF, the MMPF and the GP-PF.
For the comparison of GP-PF and SPF, it is shown in Table 3 that

the computing complexity is approximately equal, but the tracking
accuracy and the tracking lost performance of the GP-PF is much
better than the SPF.

For the comparison of GP-PF and MMPF, it is shown in
Table 3 that though the tracking accuracy of MMPF and GP-PF is
approximately the same, and both algorithms have no tracking lost,
the MMPF consumes much more computation power than the GP-PF.
In addition, as described in the former section, the determination of the
sub-models of MMPF is difficult in practice. In order to analyze the
robustness of the proposed GP-PF to particle number variation, Fig. 5
plots the position RMSE and Fig. 6 plots the number of tracking lost in
100 Monte Carlo runs for different algorithms when the particle number
changes from 50 to 2000 and. It is clear that with more particles, the
performance of MMPF and GP-PF are nearly the same, and much
better than the SPF. However, when the particle number is small, for

Table 3. Tracking performance comparison.

Position
RMSE/m

Consumption
Time/s

Number of
Tracking Lost

SPF 40.1420 18.5157 6
MMPF 16.2815 31.2451 0
GP-PF 14.6763 18.5462 0
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Figure 5. Position RMSE by
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example, only 50 particles are used, the tracking accuracy of MMPF is
degraded, and the tracking lost may happen. The reason is that, the
MMPF uses many sub-models to cover the target maneuver because
of less prior information. When the particle number is small, there
may not be enough particles in the models that match the true target
dynamics well, which leads to the performance degradation. From
Fig. 5 and Fig. 6, the proposed GP-PF is much more robust and can
obtain satisfactory results even the total particle number is small.

Table 4 gives the tracking performance of GP-PF with different
number of particles used in the grey prediction sampling, when totally
1000 particles are used. It shows that an optimal particle number for
grey prediction can be obtained by running simulations. Actually, the
choice of Ngrey

p may be problem dependent: for situations with small
maneuvers, small Ngrey

p is enough, and larger value may be needed
when the maneuvers are abrupt and large.

Table 4. Tracking performance of GP-PF with different Ngrey
p (total

particle number is 1000).

Ngrey
p /Np 5% 10% 20% 50% 70% 90%

Position

RMSE/m
17.0059 14.6763 14.9934 16.1046 25.1046 28.4286

Consumption

Time/s
18.97117 18.5462 18.5010 18.3009 18.0909 17.5816

3.2. Case 2: Target Tracking With Large Maneuvers

3.2.1. Target Scenario

In this case, we consider a relatively complicated scenario where the
motion pattern of the target changes more largely and the maneuvering
period is much longer. The target is modeled by the coordinated turn
(CT) model:

xk = F (θ, T )xk−1 + B(T )wk (13)

where F (θ, T ) =




1 sin θT
θ 0 −1−cos θT

θ
0 cos θT 0 − sin θT
0 −1−cos θT

θ 1 sin θT
θ

0 sin θT 0 cos θT


 is the state

transition matrix, θ is the turn rate, and the other parameters
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are the same as case 1. Different θ in (13) constructs different
maneuvering models of MMPF. Different from case 1, in this case,
the maneuver information is assumed to be known. The model set is
{θ = 0, 6, 9,−7◦/s}, transition probabilities pii = 0.7 and pij = 0.1
for i 6= j. Based on the analysis of case 1, the particles used in grey
prediction sampling is set as Ngrey

p = Np/5.

Table 5. Description of target motion.

Time index (0.5 sec) Target motion
0–20 Constant velocity

21–100 Constant turn (6◦/s)
101–200 Constant velocity
201–240 Constant turn (9◦/s)
241–300 Constant velocity
301–400 Constant turn (−7◦/s)
401–440 Constant velocity

The target starts a constant velocity motion from position
(1000m, 1000 m) with initial speed (ux = 28 m/s, uy = 28m/s,
θ = 0◦/s), Table 5 lists the detailed description of the target motion.

3.2.2. Tracking Performance Comparison

Figure 7 shows the tracking results by the SPF, the MMPF and the GP-
PF, and Fig. 8 shows the corresponding position RMSE. It is clear that
though the maneuvers are large, good performance can be obtained
by the MMPF and GP-PF, while the SPF has much worse tracking
performance. The detailed comparisons are listed in the Table 6.
Because in this case the maneuvering information is assumed to be
known, the sub-modes in MMPF are much less than that in case 1.
Consequently, the consumption time by MMPF is less than that in
case 1, and the consumption time reduced by GP-PF is not obvious as
shown in case 1. However, this kind of prior maneuvering information
may be hard to obtain for the MMPF in practice.

Figures 9 and 10 show the position RMSE and number of tracking
lost by the three filters with different particle number. From the two
figures, the advantage of the proposed GP-PF is more obvious. it is
more effective and robust than the SPF and the MMPF.
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Table 6. Tracking performance comparison.

Position RMSE/m Consumption Time/s
Number of

Tracking Lost

SPF 140.4561 27.5059 12

MMPF 17.0478 30.4121 0

GP-PF 15.6486 27.5814 0
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Figure 9. Position RMSE by
GP-PF, SPF and MMPF with
different particle number.
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From the above comparisons, one can conclude that the overall
performance of the proposed GP-PF is superior to the SPF and the
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MMPF. This can be attributed to its model-based and model-free
feature.

4. CONCLUSION

A novel GP-PF for maneuvering target tracking has been proposed and
its performance is examined. The proposed GP-PF incorporates the
grey prediction algorithm into the SPF. The GP-PF algorithm is tested
in the context of two typical maneuvering target motion scenarios.
The results show that the overall performance of the proposed GP-PF
is better than the SPF and the MMPF when the tracking accuracy,
computational complexity and tracking lost probability are considered.
The performance improvements can be attributed to the model-based
and model-free features of the GP-PF.
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