Progress In Electromagnetics Research, PIER 54, 263—-281, 2005
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Abstract—Scattering by pulsating objects is discussed. In the case
of the pulsating cylinder, its surface vibrates time-harmonically in the
radial direction. The formalism is based on first-order v/c relativistic
approximations, and on the assumption that the ambient media are not
affected by the mechanical motion of the interface. This is conducive
to simpler and amenable approximations.

The cases analyzed display the modulation effect due to the
mechanical motion at frequency €2, creating new spectral components
in the scattered wave, peaking at the sideband frequencies we, + nf)
around the excitation frequency. To put such phenomena in a quasi-
relativistic and electromagnetic context, and account for the boundary-
condition problem and the representation of the scattered wave is the
subject of the present investigation.

Such effects can be used to remotely sense the properties of the
scatterer, especially its motion.
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1. INTRODUCTION

In a series of articles [1-4], the non-relativistic, or quasi-relativistic,
theory for scattering by moving objects and media has been developed.
Insofar as for some simple cases the results can be compared to
exact special-relativistic results [5, 6], the new model is consistent with
Special Relativity within the first-order approximation in v/c.

Presently the problem of harmonically pulsating surfaces is
investigated. It was mentioned before [4, 7], that because of the varying
velocity, the classical Special-Relativistic Lorentz transformation [5, 6]
becomes inadequate for cases involving varying velocity, hence an
appropriate generalization is needed. We use a quasi-Lorentzian
transformation that takes into account the velocity-dependent
kinematics in question

R J— _
T, = r—/RO v(R)dt "
_9 R —
tn =t—c /Rov(R)-dr

where in (1) superscript 7' denotes the reference-frame attached to the
boundary, R = (r,ict) is a quadruplet of spatiotemporal coordinates
indicating a so-called event in the Minkowski space. The bar indicates
the integration variable, which is subsequently suppressed, assuming
that the integration variable can be identified from the context. In (1)
we have path-independent line integrals in the Minkowski space, the
velocity field is laminar, i.e., 0, x v = 0 [4], hence the differentials of
(1) yield

dr, = dr —v(R)dt

_ 2
dt, = dt —v(R)-dr/c

which is immediately recognized as the first-order in v/c differential
form of the global Lorentz transformation [5, 6].

The non-relativistic model also requires a relation between the
spectral components

(2)

k,=k— v(R)w/c? 3)
wr, =w—v(R) -k
which is recognized as the first-order approximation in v/c for the
relativistic Doppler effect and the Fresnel drag effect formula [1-4].
To the first-order in v/c manipulation of (3) yields

kp k,=k k—2v kw/c*, k,=k—v kw/c
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1 1 1
U](ah),T = wT/kT = U;(;h) (1 + 5/5; )(A(l) - 1))
1 1 ro 1 1
vg) = w/k, B = B0k, 8O = v/ull), AO @) /0)?
where in (4) superscript (1) correspond to medium {1}, the phase
velocity vﬁ) is associated with a plane wave observed in medium {1}
at-rest, and it is displayed how the phase velocity is modified in the
presence of a moving medium.
For a plane wave propagating in the direction parallel to the
velocity we have k- v = 1, ﬂ,gl) = W, For propagation directions

normal to the velocity, the effect vanishes. In free space UZ(;:T = v](;l),

hence A =1 and once again the effect vanishes. Formula (4) will be
heuristically exploited below for varying velocities as well.

Boundary conditions corresponding to the relativistically exact
relations, appropriate for this class of problems, have been introduced

before [1-4]

A x (Eg)f - E(2>) =0, nx (Hg)f - H<2>) -0 5
5

ES‘)f = EY + v x BY, Hg‘)f =HY — v x DY

where in (5) superscripts (1),(2), correspond to media {1}, {2}
respectively, and Egc)f, H gc)f are the effective fields due to motion

of medium {7} when observed at the boundary, which is at-rest with
respect to medium {2}. The unit vector n is normal to the boundary,
and to the first-order in v/c is not affected by the motion.

Unlike previous problems analyzed by this method, here we
encounter local spatiotemporally-dependent velocities, e.g., radial in
the case of a pulsating cylinder, rather than a uniform lineal motion.
This introduces more complexity because a different quasi-Lorentz
transformation must be assigned at each point on the scatterer.

Similarly to other problems tackled by this model [2—4], the
objects are considered to move through the ambient medium without
disturbing its mechanical flow, thus violating mechanical fluid-
continuity. Consider for example a pulsating cylinder. It will be
assumed that in spite of the boundary motion, both the external and
the internal media are not compressed or rarified. Admittedly, taking
into account the mechanical continuity at the boundary would improve
the physical model, but at this stage we cannot solve such problems in
general. Some interaction problems of this kind have been considered
before [8,9]. In a limited sense, we can imagine cases where the
boundary is porous, thus allowing the continuity of the flow, and yet
electromagnetically acting as if we are dealing with a smooth surface.
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Generally speaking, we have to some extent sacrificed physical
reality for mathematical feasibility. The model is still correct for
objects in free space (vacuum), and is expected to yield good
approximations in the presence of very transparent ambient media,
e.g., atmospheric gases.

2. PULSATING PLANE INTERFACE

By way of introducing the present model and the notation used
throughout, the problem of the pulsating plane interface with normal
incidence is briefly summarized. In this case we are dealing with global
lineal motion, as done before [4].

The excitation plane wave, propagating in the ambient medium
{1}, is characterized by material parameters e ,u(l)

E. = @FE. e, Hop = §Hope’, Eop/Hep = (u /)12 = ¢()
O = kew? — weat, kez/wes = (nVeW)1/2 = 1/%(72) (6)

The pulsating medium is terminated by a plane interface moving
through medium {1} according to

z

r=%— 205, Sat=-sinQt (7)

where in (7) z,. denotes the local coordinate system in which the
boundary is at-rest. The interface is located at z;, = Z. The local
origin moves according to z, = 0. For any point z,, = const., in
particular z,, = 0, the associated velocity as observed from the original

reference-frame of {1} follows from (7) as
v(t) = dz/dt = voCat, vo = 208, Car = cos U (8)

Substituting z = zSq; in (6) yields the phase at 2z, =0

Ocz0 = Ocx = kez20S0t — Weat, gilea0 = EnIne_iwnt
0 o)
Wn = Weg — 08, I = Jn(kexZO)a Y =202

In (9) it is assumed that we have an array of instruments, at-rest
in medium {1}, in which we read off the results at positions z = 29 Sqy,
as a function of time ¢. From (2) it is clear that to the first-order in v/c
we have dt,, /dt =1, i.e., the exact relativistic time dilatation, which is
known to be a second-order effect in v/c vanishes here. Therefore the
same phase 0.0 in (9) is also measured in terms of the native time i
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by an observer attached to the position 2, = 0. Also note in (9) the
representation of the exponential in terms of a series of Bessel functions
(e.g., see [10], p.372).

Now we compute for each frequency w,, in (9) the phase shift from
= 0 to the scatterer location z, = Z, using for each wp = wp the

T
appropriate phase velocity vﬁ) o given in (4). This yields

zZ

0, = knrZ — wpt
wn/vl()}zT ~ ky, (1 - [()1)(A(1) — I)Cgt) (10)
kn = Wn/”;z(;}z)v ﬁél) = UU/USB

Furthermore, we have to include the amplitude effect prescribed

=

3

!
I

by (5), amounting in the present case to a factor 1 — ﬁél)CQt. Also
note that the Fresnel drag effect in (10) is of first-order in v/¢, and
the exponential can be approximated by its leading terms of the
appropriate Taylor series expansion. Thus we obtain at the boundary

Eer = @EBer, Heor = YHear = §Beur /Y
Eor = EewznjneiKn(l—ﬁél)(A(l)—l)CQt)—iwnt (1 _ ﬁél)CQt)
= EnEex;neiiwnt (11)
Eerin = Bex (Ine'™ + 6§ (Buo1ln 1671 + Byia L) )
By = (iKn(1— AM) =1) /2, K, =knZ

where in (11) indices have been judiciously raised and lowered in order
to end up with a spectrum of sidebands with frequencies w,. As a
check on (11) consider the free-space case A) = 1, for which the
Fresnel drag effect vanishes and we get plane waves in free space in the
excitation wave direction.

The internal medium {2} is assumed to be at-rest with respect to
the interface, i.e., the medium and the interface are moving together.
Of course, this implies that the medium is accelerated, but this aspect
of the problem is considered negligible for practical examples. It follows
that the internal field is a solution of the wave equation and must

possess the same frequencies prescribed by (11)

Ein = &Ein, Hip = §Hin = §E5 /¢, (@ = (u® [e@)1/2 (12)
4 12
E’i = EnEin;neﬂnszlwnt, /{,n/wn — (M(2)5(2))1/2 frmn 1/’()1(33

where the coefficients Ejy,., in (12) have to be determined by the
boundary conditions at z, = Z.
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The scattered (reflected) wave propagating in medium {1} at-rest
must be stipulated with the same spectral structure, hence we choose

E;. = x5, Hsc = —yHsc = _@Esc/C(l)
Esc = EyEsc;ye_iksc?"Z_iWSC;Ut (13)
Wsey = Wex — Z/Q, kSC;V/wSC;y — (“(1)5(1))1/2 —_ 1/1}1()}1)

Upon substituting z = 205, (13) becomes at 2, = 0 a double
sum

Esc L — EVESC;Ve—ikSC;UzOSQt—iwsc;yt
=
= NypBsepe =1t g, (ksew20) (14)
= Ene_iwntE;c;n
E;c;n = EIIESC;VJI/—TL(kSC;VZO)7 Wn = Wsc;yv—p
where in (14) we have included a constraint ¥ — u = n, so that

frequencies at the boundary must coincide with the same frequencies
wy, prescribed by the excitation wave (11). The constraint amounts to
a Kronecker delta function d,,,—n, and the double summation collapses
into a single summation.

Similarly to (11), we include the amplitude effect, expressed now

by a factor 1 + ﬁél)C’Qt, where the sign change compared to (11) is

due to the reversed direction of H . in (5). Noting that in (4) now k
points in the opposite direction, i.e., compared to the excitation wave,
the scattered wave now propagates in the opposite direction relative
to the velocity, the phase shift from z,, = 0 to z, = Z is modified (cf.

(11)) yielding
Er=&E.r, Hyr=—§Hsr = —§Eser/¢V
Eser = EnEgcme_iK"(Hﬂél)(A(l)—l)Cm)—z‘wnt (1 n ﬁ(()l)CQt>
= Spe @B, 15)
Esern = Epe™ +ﬂ(()1)(B;z—1E;c;n—le_iK"_1+B;+1E;c;n+1e_iKn+1)

B, = (iKn(1— AM) +1) /2

As a check, once again consider in (15) the free-space case A =
1, which shows that the Fresnel drag effect vanishes and we get simple
reflected waves propagating in the reflection direction.

In a similar manner the associated magnetic fields are derived,
and the coefficients are computed from the boundary conditions
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Ecor + Eser — Eiyr = 0|z, Hepr + Hyer — Hyyr = 0[z. Thus the
boundary-value problem is considered as solved.

From the above analysis the characteristics of this class of
problems emerge: We start with an excitation wave and derive its
time-dependent phase at an arbitrary point, at-rest with respect to the
boundary. The time signal in question is recast in a series (or in general
that would lead to an integral) of harmonic spectral components.
Then the phase shifts to points on the boundary are computed. The
field amplitudes at the boundary are derived from the Lorentz force
formulas or quasi-relativistic relations for the effective fields observed
in the presence of motion (5). In the cases discussed here, first-order
in v/c approximations further simplify the results, facilitating the
computation of the pertinent scattering and transmission coefficients.
As in (15), all results of such problems contain terms of first-order
in v/c, in which coefficients can be exploited from the zero-order
approximation, i.e., from the velocity-independent solution of the
scattering problem, for the frequencies in question. Finally as in (15)
it is typical for such problems to show interaction of terms of various
orders. This has been observed for cases of uniform motion as well
[1,3], even in free space [11].

3. PULSATING CYLINDER: THE BOUNDARY-VALUE
PROBLEM

In this example we consider a medium {7} with given parameters
M 1M in which a circular cylinder, characterized by medium {2}
with parameters e, ;(2)is pulsating. Similarly to the plane interface
problem, it is assumed that the motion does not disturb medium {1},
and the internal medium {2} remains at-rest relative to the boundary.

The scatterer is chosen as a circular cylinder of quiescent radius
r, = R. We choose the center of the cylinder r,, = 0 as the origin of
the ensemble of local coordinate systems, relevant to various points on
the boundary.

The interface moves radially through medium {17} according to

=1 —1r9Sa:, Cp,=cosp, S,=sing

T
Yp = —(r —10Sat)Sp =y — YoSar
zp = (r—roSu)Cyp = 2 — 2050t (16)

Tp =Y, T2 =Yy —yoSar) + 2(z — 205a¢) =7 — T0Sa

where the vector expression in (16) is very simple, due to the choice
of the origin. The angle ¢ is measured off the z-axis in a right
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handed screw direction towards the negative direction of the y-axis.
Inasmuch as the motion is radial the angles ¢ = ¢,. are identical,
whether observed in the initial reference-frame r, or from the boundary
reference-frame r,.. It is obvious from (16) that for each angle ¢ we
have to use a different Cartesian coordinate transformation similar to

(1), (7).
Similarly to (8) we now have at r, = 0, for each local coordinate

system
v = rdr/dt = rvoCqr, vy = 1082 (17)

displaying, for each point on the rim, the velocity of the associated
local origin.

At r, = 0 (16) prescribes z = zSq;, hence the phase of
the incident wave at this point is given by (9), and in cylindrical
coordinates we have

Oca0 = Ocz = kemTOCgoSQt — Wegt, ()0/ =p+ 7T/2
rp=0 (18)

eieezo = EnInB_wnt, I, = Jn(kexrocap) = Jn(kezrosgo/)

Inasmuch as the Bessel functions can be represented in terms of
power series of the argument, it is clear that in (18) I, is periodic in
¢ and ¢, with a period of 27, hence it can be represented in terms of
a Fourier series

In(‘PI) = Emﬂzmeim@l = zImfmneimga

1 /7 L
Ly =M1 I = _— L(Q e ™2 dy’

nm? nm 27_[_
—T

(19)

In the present case the coefficients I, I}, can be represented
explicitly. We start with the integrals (see [12], referring the reader to

[13])
/Oﬂsin(Zux) Jow(2asin x)dx = 7sin(un)Jy—u(a)Jyipu(a), Re(v)>—1

/ cos(2px)J2v (2asin x)dx = wcos(um)Jy—pu(a)Jypu(a), Re(v)>—1/2
0

(20)

Choosing in (20) the stronger condition Rev > —1/2, defining

m=2u, ¢ =x, n=2v, Re(n) > -1, a = keyrp/2, and adding and

subtracting in (20) according to C, S, = et yields after some
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manipulation

/ e (208 )de’ = Ti™ Ty 2(@) Ty s2(@)
0 (21)

/0 e—imw’Jn(2a5¢,)dcp’ = " (n—m)2(@) (nm) s2(@)

We wish to adapt (21) and the integration limits to the Fourier
series format (19), requiring a relation for Bessel functions with
negative arguments and integer order (see for example [14]). This
also requires formulas for negative integer n [15]

Jo(2eP7) = P g (2), =1
Jn(=2) = ™™ J,(2)
J_n(z) = (—1)"In(z

Copying the second integral (21) and manipulating the first one
now yields

| e 2080 = 7 Sy 2(@) Ty 2(@)

0 ., )
/_ oM Jn(QGSSﬂ’)dQO/ = (—1)n7rsz(n,m)/2 (a)J(ner)/Q(a) (23)
1 4 N 1 ™
- —imep A
L 2 /_7r c In(#) 27 /_
= [(_1)nzm + iim]J(n—m)/Z(a)J(n+m)/2(a)/2> a = kexr0/2

where the second line (23) is obtained from the first line (21) by
inverting the sign of the integration variable and adjusting the sign of
the integral by interchanging the limits. Thus (23) takes into account
positive and negative values of n, m. It can be easily verified that the
last integral in (23) vanishes when n+m is an odd integer, hence for I,,,,
with n, m integers, we are only dealing with integer order (n +m)/2
Bessel functions.

Returning to (18), we have to compute the phase at the rim
r, = R of the cylinder. To that end we have to include the Doppler

e~ I, (2asin o' dy'

™

effect and Fresnel drag effect (3), and the resulting velocity v;}zT (4),
for each frequency wy, included in (11). The motion is radial, and the
excitation wave propagates in the z-direction, therefore like k - © in
(4), we have here ﬂéi) = ﬁél)qo. The analog of (10), including the
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approximation of the exponential as used in (11), is therefore

eean = kean PR — wpt = keangRCga — wpt
1
ke;rnT = kn (1 - /B(gk) (A(l) - 1)CQt)
1
eeaznT - eexn - Kn/@(g )(A(l) - 1)030915 (24)
1
Oean = KnCp — wnt, Kn = knR, kn = wn/v)))
oOeant o gibean (1 _ ﬁél)iKn(A(l) _ 1)c£cm)

The technique demonstrated in (24) will be used subsequently for
plane waves propagating in arbitrary directions: First decompose the
velocity into components parallel and normal with respect to direction
of propagation. Then apply (4) with the parallel velocity component.
Finally separate the velocity-dependent term and approximate the
exponential, keeping only terms of first-order in v/c.

We also need to include the amplitude effect prescribed by (5),
similarly to what has been done in (11). This amounts here to a factor

(1- ﬂ(()l)CQth,). Accordingly (cf. (11)) we have
Eeor = @EBeyr, Heor = §Hear = YEear /Y
Eear = BeySalne® (1= 550 CouCy ) (1= A5V ik (A = 1)C2C01 )
~ B, 5, I,etfnCoiwnt (1 _ ﬂ((]l)Bn(eiQt + efiﬂt)>
= E e iwnt (IneiK”C“’ — 561)Ea:nilfaBaaeiK"c‘P) (25)
= EepSupe et (LJy — B Somnit Iy BooJoy)
= EerSnmupu€™ i (L= B Somnst Lo Boo Jop)
Inp = JM(Kn)
By = (iKn(AV —1)C2 + C,) /2
= —i (Kn(AV = 1)3F, + 0k, ) /2 = Buo
where in (25) ¥,—,+1 means that only expressions with c =n+1, o =
n — 1 are considered, and indices have been judiciously raised and
lowered.
In (25) the new differential operator B,y is defined by exploiting

the relation .
(Cy, + 0k, )eEnCe =0 (26)
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We could also replace in (25) I, = Jp(kezroCyp) = Jn(—ikesr00k,,)
and recast J, in differential operator power series, but this seems to
complicate the result. The exponentials in (25) are recast in a Bessel
function series, which requires us to add a summation over an index
1, as shown. Furthermore, in order to deal with constant coefficients,
we substitute from (19), introducing another index. Thus we deal
with triple infinite sums. In (25) indices have been shifted so that the
summation is on a new index m, rather than m + p. This yields the
same results because for a fixed p both indices scan the range —oo to
+00.

We have demonstrated that (25) is expressible in terms of a
spectral orthogonal series of discrete frequencies w,, and a discrete
spatial orthogonal series in terms of ¢, facilitating the computation
of the coefficients prescribed by the boundary conditions. Such forms
will serve us below for the scattered and internal fields as well. The
problem is therefore very complicated, and decisions on truncating the
sums must be based on further investigation.

The internal field is a solution of the wave equation and must
contain the frequencies prescribed by (25). Therefore at the boundary
r, = R we have

Einr = &Einr,  Einr = SpEipne "
Ei”m = ZmimEin;nme(Kn)elm‘P (27)
<'u(2)€(2))1/2 = l/vz(jl)? Kn = l‘@n?R

Kn/wn

The corresponding field H;,r can be found directly from
Maxwell’s equations

H;,r = (fT%_lago - ‘AP8§R> ZnEm;ne_wnt/(iwnM(Q)) (28)

For evaluation of the boundary-value problem we need the component
of (28) tangential to the surface, given by

"Aﬁ'T X HinT = _iznﬁnannﬂ?Ein;n/(iwnN@)) = :%EnlaKn Ezn,n/g(m

29
= ﬁgznmim+1Ein;nm<]7ln(Kn)eimw/c(m’ Ky = kR ( )
The coefficients Ejp.nm (27), (29) are to be derived from the

solution of the boundary conditions equations at R, discussed below.
The scattered field is now constructed as a superposition of plane
waves that satisfy the spatiotemporal conditions prescribed by the
incident wave at the boundary. It is anticipated that each constituent
plane wave of this superposition, propagating in an arbitrary direction
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«, will include the new frequencies produced by the scattering at the
pulsating boundary, therefore we choose (cf. (13))

E, = &Bq, Hy = kox@H, = ko x&Eq /(Y| E, =%, Ey e

O = ko -1 —wyt =kyrCy_q —wyt (30)
Wy = Wegx — I/Q, kll/wl/ = ( (1) )1/2 /

Similarly to (9), (14)

, (18), we first evaluate the phase of (30) at
= 0 according to (16) (cf.

(9))

Tp

o = k‘,ﬂ"oSQtC(pfa —wyt
| = | (31)
ezeayo — Eljallleilu)lhi»lt? Jal/l = Jl(k‘yT‘OC@_a)

0011/0 = eazz

Like I, in (18), Juu in (31) is periodic in ¢ and can be recast in a
Fourier series similarly to (19).

The time variation of all waves at the boundary must be identical,
hence in (31) a constraint d,.,4; is prescribed, which for a constant n
collapses the double summation into a single series. When summing
over all n, we have again a double summation

Eoo = Eq = EnuEaueieaUO = EVlEaVJauleiinHt
=
—iwnt —iwnt
= Yy B Joie” " = Zu;nquaVJau;nfue ten
= 2m/E'omueizwnt (32)

Eam/ — EOLI/Jall;nfl/a Jal/;nfu = Jnfu(kur(]capfa)

Another way of looking at it, as in (32), is to realize that if both n and
v are in the range —oo to 400, so does n — v.

Similarly to (24), the phase at the rim r,, = R is computed for
each frequency wy, essentially by replacing ¢ by ¢ — «, and with the
appropriate indexing

Oont = Kant - 7R — wnt = kanrRCyp_a — wpt
Fant = o (1= 857(AY) = 1)C,aCo)
bnt = ban — KB (AY) = 1)C2_, O (33)
Oan = KnCypa — wnt, Kn=ka®R, kn = wp/0)))
eilont o eifen (1 — gk, (AW —1)C2_,Coy)
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Including the amplitude effect, we have similarly to (25)

EOAT = CACEozT
Eor =%, E, ZOO‘HT =Y Eany (]- - ﬁ(gl)CQth@fa) eigo‘”T

~ Yy EanyeKnCo—a—iwnt (1 _ ﬂél)Bm (eiQt i efiﬂt)) (34)

= Ze ! (Ea"”eiKnCWa - »3(()1)Ea:nﬂEaauBaaeiK"c““a)
Bayn = (iKn(A(l) —1)C2_,+ C’@_a> /2

= (<iKu(AD - 1)3}, + 05,) /2= B,

where in (34) it is noted that the differential operator B, is the same
as in (25), and independent of the index a. Only the coefficients
Eqnyy Eooy are dependent on «, cf. (32). Also note that (34), unlike
(25), is left here in terms of exponential functions.

Now, a superposition (integral) of plane waves is constructed, and
the integration path is chosen such that we get cylindrical functions
associated with outgoing waves

. it L
E,r=zX,e ant;/Egm/d

1" iKnCop_ao iKoCop—a
) = Eanpe e ﬁ() o=n+1EacvBgoe’ ¢ (35)

anv

1 im/
= Em’ (Enum’eanC¢7a+zma_ﬁ(() )Ea:nilEaum’BaaelKncwia—Hma)

A —idwnt sm/ im/ 1)
EscT = xZWm/e ww Zmelmso(Enym’Hnm’_/B(() Eo:n:l:lEcwm’BaaHom’)

a=p+(m/2) L,
/ = y Eony = Zm’Em/m’elm oz7 Hnm/ = Hm/(Kn)
a=p—(7/2)+ico

In (35) H,, denotes the Hankel function of the first kind and
order m/. Due to the fact that for bounded objects E,,, is periodic
in «, with a period of 2w, it can be represented as a Fourier series
summed over m’ with coefficients F,,,,,,» independent of o. However, it
must be noted that these coefficients are still dependent on ¢ through
Jovin—v, see (32), hence another Fourier expansion summed over m”
was effected in (35), yielding

A —7 . s / 1
Esr = 2Xmmre wntgm ez(m e

1
. (Em/m’m”Hnm’ - /8(() )EaznilEaum’m”BaaHom’)

R o L
- wznumm’elmw zwntzm (36)
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: (Enum’;m—m’Hnm’ - 5(()1)Ea:n:tlEaum’;m—m’BcraHam’)

<
m 1 /
Em/m’ = Em// nvm/m/! € 80, m =m-—-—-m

A constraint m’ 4+ m” = m is necessary in (36) in order to exploit the
orthogonality with respect to €™ in (25), (27).

Thus (25), (27), (36) are all represented as orthogonal series in
terms of wy,, ¢, facilitating the evaluation of the coefficients in the
equations prescribed by the boundary conditions E.,r+ Esr—E;pr =
0.

Associated with the E fields are H fields, whose tangential
component is continuous across the boundary thus prescribing the
boundary condition 7 X (Heyr + Hser — Hinr) = 0. From (25)

T X HexT = 7 X gEe:ET/C(l) = _iC@EexT/g(l)
— iEexanueimcp—iwntiu—s—l
1
: (In;mﬁux]f:m - ﬁ(() )Zcr:n:tllo;mpraJéu) /g(l)
J’;L,u = aKnJM(Kn)

(37)

where in (37) we have exploited (26), prescribing here (C, +
10K, )Eexr = 0, where only the Bessel functions depend on K, and
are affected by the differential operator.

The corresponding expression for the internal field is already given
by (29). From (5), (17), (30) we have

TXHor = 17X (HQ_UXD(X) =7rx (i{:a x&Hy — rvgCoy XiE(l)Ea)

— E, X (ica & — Y Coy x a:) ¢V = 3R, (qo_a - ﬂé“cm) /¢
(38)

The amplitude effect (38) must now replace the corresponding
factor 1 — ﬁél)CQtCQp,a in (34). This yields

rx Hyr = _:i'Em/EomuewanT (Ccp—a - ﬁ(()l)CQt) /C(l)

1

_ixnuEamjewan (Cgo—oz - (()I)CQt)
(1= gYiKL (A — 1)C2_ Cay) /¢

iKnCp—a—iwnt

12

— X FEonve
. (C@,a — Bél)Pan (emt + e_mt)) (39)
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= &%, e it (EanyiaK,LeiK"C“’—a
+ ﬂél)Eg:nilEaaypgaeiK“wa)
Pan = (14K, (AD = 1)C2_,) /2
— (1= K (4D = 1)3},) /2= Py

As in (35), (36), we construct now 7 X H s in the form

. it L
P X Hyor = &5p,e” """ = / B, dor

anv
™

1" . iKnCo_a 1 iKoCyp_a
E = EomyZaKnel nee +ﬁé )EaznilEaaupaael ®

anv

_ Zm’ (Enym/iaKneiKnC¢,a+im’a
+ ﬁ(()l)zcr:n:l:lEoum’ aaeiKUC¢7a+im/a)
i X Hayup = &Spme@ntim ¢im's (40)
: (Enum’iaKanm/ + ﬁ(()l)zaznilanm/ U@Ham’>
= iznumm’eim@_iwntim, (Em/m’;m—m’iaKanm/

+ ﬂ(()l) E(7:n:|:1 Eaz/m’;m—m’ PUBHcrm’)

As in (36), the last two lines of (40) provide series which are
orthogonal in terms of wy, ¢, thus finally facilitating the solution of
the boundary-value equations.

4. PULSATING CYLINDER: THE SCATTERED FIELD

With the boundary-value problem supposedly solved, we turn our
attention to the scattered field in the initial reference-frame, where
medium {7} is at-rest. Let us review what was done: We dealt
with plane waves whose phase was computed for an observer attached
to the boundary, then included the amplitude effect, and finally
constructed first-order approximations. See (11), (15), (25), and
(34). These approximation, adequate for solving the boundary-value
problem, are based on K, being small, i.e., at small distances from the
boundary. With this proviso, also ¢ and ¢, are interchangeable. These
approximations cannot serve us now when the scattered wave is sought
for arbitrary distances.
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The problem of the pulsating plane interface is straightforward,
because the scattered wave was already stated in (13). Once the
boundary-value problem is solved, Ey.r;, in (15) are known, and E.,,
can be computed, e.g., by using the velocity-independent Egcm in all
terms already multiplied by ﬂ((]l). Then from (14) Es.,, are found, thus
the scattered wave (13) is available.

The problem of the pulsating circular-cylinder interface is more
complicated. Here we started with individual plane waves in (30), and
synthesized a field Eq.r, (35), (36), (40), at the boundary. Now we
need to express the scattered field as observed in the initial reference-
frame where medium {1} is at-rest.

Returning to (2), (3), it is easy to verify that to the first-order in
v/c the differential phase is conserved

d) =k -dr —wdt ~db, =k, -dr, —w.dt, (41)

This so-called principle of the invariance of the phase [4,16],
(41), becomes exact in Special-Relativity theory which involves inertial
reference-frames moving at constant velocities. Therefore, taking
off the amplitude effect from the waves in question, and avoiding
the approximations of the velocity-dependent exponentials, yields the
waves as measured by an observer at-rest with respect to medium {1},
but expressed in terms of r., t,, coordinates.

Thusly for the pulsating cylindrical interface we return to (33), but
for arbitrary distances r., we obviate the approximation of the ﬂél)—
dependent exponential by its Taylor-series leading terms. furthermore

¢t is now used explicitly, yielding

Oant = Kant - Ty — wntT = kanTTTCgo—oz - wntT
komT = kn (1 - /8(()1) (A(l) - 1)C(p—aCQtT)

_ 42
GanT - ean - Knﬂ(()l)(A(l) - 1)C£_QCQtT ( )

Ban = KnCypa — wntp, Kn = kntp, kn = wn/0))

T7
where in (42), and according to the phase invariance (41), this is the
same phase for an observer at-rest with respect to medium {1}, given
in (30).
Instead of (34) we now discard the amplitude effect, hence (30)
becomes .
E,=zE,, FE,= Enl/-EomzzezeOénT (43)

With the coefficients E,,, supposedly known from the solution of the
boundary-value problem.
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Similarly to (35), the waves (43) are combined into a Sommerfeld-
type plane-wave integral

N . 1 — _
E, = xX,¢ W"tT;/e’K"CS"—O‘Emwda (44)
_ 70 a4 2 .
iKp A 1HCz__C ’
Eoml/ = Eomue Fo ( ) e QtT; Eam/ = Em’E‘nl/m’ezm ¢

where in (44) E,,, are already known from the solution of the
boundary-value problem, hence to proceed, recast Euy,, in a Fourier
series and exploit the Sommerfeld integral representation to derive the
solution as a series of Hankel functions

. —iwnt,, L K =
E, = &X,¢e “" T;/eZK”CW*“Eamda

5 —iwnt,, L = .
= wznumEnume tn T—/elK”C‘P—ﬂelmada
™

(45)
= izm/mEnumim eimSDiiwntT Hp, (Kn)

— —iKn BV (A -1)C2_ Coy

Eomu = Eomu6 T = EmEnumezma

where in (45) E,,m, are known functions, independent of, but still
dependent on ¢ and ¢.,. Inasmuch as we do not seek orthogonal series
and discrete frequency spectra, at this stage this is no impediment.

One can also recast the scattered wave in terms of an inverse-
distance power series and a differential operator acting on a in Fop,,
and after the derivatives have been effected replacing o with .
The details of this technique, based on Twersky’s inverse-distance
differential operators [17,18], have been discussed before, see [4,19]
and need not be reiterated here.

Finally, the spatiotemporal transformation (2), (3), in the form
(16) relevant to the present problem can be substituted, in order to
derive the scattered wave in terms of the coordinates of an observer
at-rest with respect to the initial medium {1} at-rest.

5. CONCLUDING REMARKS

The present study is centered on the analysis of scattering of a plane
electromagnetic wave by harmonically pulsating objects. The present
model is based on a first-order in v/c quasi-Lorentzian transformation
of coordinates, which also allows to use Doppler effect and Fresnel drag
effect formulas for non-uniform velocity fields. As expected, the motion
modulates the waves and a spectrum peaking at sideband frequencies
Weg £ NS is created.
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Inasmuch as the analysis is very complicated, the discussion is
limited to two examples of harmonically pulsating interfaces moving
through the ambient undisturbed medium: a plane interface with
normally excitation plane wave, and a circular cylinder excited by a
plane wave normal to the cylindrical axis.

The analysis deals with the boundary-value problems and with
the representation of the scattered waves in the initial medium. It is
typical of such problems that they lead to infinite sets of equations
on the coefficients, where coefficients of various indices are involved in
each equation. therefore. The details are quite complicated, leading
to infinite series that will have to be appropriately truncated in order
to derive appropriate expressions for numerical simulations.
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