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Abstract—In this paper, a two-dimensional inverse scattering
problem dealing with microwave tomography is considered. To solve
this non linear and ill-posed problem, an iterative scheme based on
the Modified Gradient Method (MGM) is used. The object to be
estimated is represented by a complex function, and some modifications
of the MGM formulation have been considered. This algorithm leads to
an efficient regularization scheme, based on edge preserving functions
which act separately on the real and imaginary parts of the object. In
order to show the interest of this regularized MGM, the algorithm is
tested against laboratory-controlled microwave data.
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1. INTRODUCTION

Various inverse scattering problems use electromagnetic waves. They
aim at determining the location and the spatial variations of
some physical properties inside a test area. For instance, in
microwave imaging, the goal is to reconstruct the complex permittivity
distribution of an object (the real part representing the permittivity
and the imaginary part the conductivity). Several algorithms have
been developed to solve this non linear and ill-posed problem. In
this contribution, an iterative scheme based on the modified gradient
method introduced by Kleinman and Van den Berg [9] is considered.
It consists of updating simultaneously, at each iteration, the unknown
field in the scattering domain and the unknown material contrast by
minimizing a cost functional composed of two normalized terms.

In this paper, in order to take into account that the object to be
estimated is represented by a complex function, some modifications of
the MGM formulation have been made [2]. Moreover, to improve the
quality of the reconstructions, a regularization term, which introduces
a priori knowledge, is added. In [13], an additive Total Variation
(TV) regularization procedure was incorporated in the initial modified
gradient method. The reported results clearly display significant
improvements in the reconstruction. Different regularization schemes
can be considered; in this paper the authors investigate an edge-
preserving approach [6]. This regularizing method has already shown
its usefulness for image enhancement [6] and image reconstruction
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[11, 8] using a conjugate gradient algorithm. As far as the authors
know, this regularization approach has not been applied to the
Modified Gradient Method (MGM) nor validated against experimental
data.

Taking advantage of the considered MGM formulation, two
regularization functions acting separately on the real and imaginary
parts of the object are considered. Moreover, taking into account
[7], the edge-preserving regularization scheme is directly implemented
without considering a half-quadratic technique as previously done
[5,6,8,11]. To test this regularized MGM and to show the
potentialities of this approach, the algorithm is tested against some
laboratory-controlled microwave data.

The paper is organized as follows: in Section 2, the statement
of the problem is presented. In Section 3, the formulation of the
MGM algorithm is presented. Section 4 presents the regularized MGM
scheme, considering an edge-preserving regularization term. Section 5
shows results of reconstruction of dielectric and metal targets from real
data. Finally, Section 6 gives some concluding remarks.

2. FORMULATION OF THE PROBLEM

The geometry of the problem studied in this paper is shown in
Figure 1 where a two-dimensional object of arbitrary cross-section €2
is confined in a bounded domain €. The embedding medium €2 is
assumed to be infinite and homogeneous, with permittivity e, = egepy,
and of permeability p = po (g0 and po being the permittivity and
permeability of the vacuum, respectively). The scatterers are assumed
to be inhomogeneous cylinders with complex permittivity distribution
e(r) = goer(r); the entire configuration is non-magnetic (1 = pp).

A right-handed Cartesian coordinate frame (O, ug, uy, u) is
defined. The origin O can be either inside or outside the scatterer
and the z-axis is parallel to the invariance axis of the scatterer. The
position vector OM can then be written as

OM = zu, +yu, + zu, =r + zu.. (1)

The sources that generate the electromagnetic excitation are assumed
to be lines parallel to the z-axis, located at (r;)1<;<r. Taking into
account a time factor exp(—iwt), in the Transverse Magnetic (TM)
case, the time-harmonic incident electric field created by the I** line
source is given by

: : w
B(r) = E*(r)u. = PLLHE (kafr — i), (2)
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Figure 1. Geometry of the problem.

where P is the strength of the electric source, w the angular frequency,

H(()l) the Hankel function of zero order and of the first kind and k; the
wavenumber in the surrounding medium.

For the inverse scattering problem we assume that the unknown
object is successively illuminated by L electromagnetic excitations and
for each incident field the scattered field is available along a contour
I' at M positions. For each excitation, the direct scattering problem
may be reformulated as two coupled contrast-source integral relations:
the observation equation (3) and the coupling equation (4)

Elrel) = kg/ﬂx(r')El(r')G(r, r')dr’, (3)

E(reQ) = EM 452 /Q () E ()G (r, r')dr, (4)
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where x(r) = &,(r) — € denotes the permittivity contrast which
vanishes outside Q D Qg, G(r,r’) is the two-dimensional homogeneous
free space Green function and kg represents the wavenumber in the
vacuum. For the sake of simplicity, the Equations (3) and (4) are
rewritten in operator notation as

E} = GrxE, (5)
E, = EllnC+GQXEl. (6)

3. MODIFIED GRADIENT METHOD

The inverse scattering problem consists in finding the complex contrast
function x in the investigated area {2 from the measured scattered field,
the total field E; being also unknown. In order to solve this problem,
a modified gradient method [9] is considered. This approach consists
in constructing two sequences, related to the contrast {x,} and to the
total field {£},}, using the following recursive relations

Xn = Xn-1+1 Bndn, (7)
El,n = El,n—1+al,nvl,na (8)

where d,, and v, are search directions with respect to x, and Ej,,
respectively. The scalar coefficients (3, and «;, are chosen at each
iteration step n such that they minimize the normalized cost functional
Fo(Xn, By ) given by

L L
1 2
=1 =1

where Wq and Wr are the normalizing coefficients defined as

1 1

— e W= e (10)
S IR S IE?

Wa

The functions hl(lrz and hl(zn) are the residual errors in the field equation

(6) and in the observation equation (5), respectively. They are defined
as follows

WD = B -+ GoxaEin, (11)
hl(2n) = B!+ GrxnEpn. (12)

When dealing with the reconstruction of complex objects, it is
recommended to consider separately the real and imaginary part
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of the contrast function [8]. Therefore, in order to obtain an
efficient implementation of the MGM, the complex contrast function
is redefined as follows

Xn = én + inn — Eur, (13)

where &, and 7, are two real auxiliary functions. Then, the recursive
relations with respect to the complex function y,, are defined as

& = En1+Bidy, (14)
where all quantities are real. The minimization of F,, is achieved
by using the Polak-Ribiére conjugate gradient method [12] where the

search directions d5, and d? are the standard Polak-Ribiere conjugate
gradient directions

(68195 — g5_1)e

di, = gh+ASds_y with 75 = e (16)
HgnleQ
n N
. _1/9Q
@ = gl Aldl with 4] = IR Inle g
Gn—115

where < .|. >p represents the inner product defined on L?(D) and

g5 and g7 are the gradients of the cost functional F},(&,,nn, Ey ) with

respect to &, and 7y, respectively, evaluated at the (n — 1)th step

assuming that the total field inside the test domain does not change.
These gradients are given by

L L
g5 = Re lWQ > B GhHA) Wy Elm_lG}hf?g_l] . (18)
=1 =1

L L
g1 = Sm [WQ 3 Eina GO ~Wr > El,an}hl(?g_l] , (19)
=1 =1
where E denotes the complex conjugate of the field E, while G;r) and

G; denote the adjoint operators of Go and Gr, respectively.
The search direction for the total field is defined as

. (Il n = Glm_1)T
Vi = glU’n + ’lejnvl,nfl with ’V;jn — hn ’:Lz ’2” . (20)
971 lI7

where g7, is the gradient of the cost functional Fo(&n, 1, Eyp) with
respect to £, evaluated at the (n — 1) th step assuming that &, and



Progress In Electromagnetics Research, PIER 54, 2005 7

1 do not change. This gradient is given by

dt = Wa [t @LAL, —H] —WenGlH . @)

4. DETERMINISTIC EDGE-PRESERVING
REGULARIZATION

4.1. Regularized Modified Gradient Method

In order to improve the final reconstructions, a regularizing term which
introduces a priori knowledge on the object to be reconstructed is
added to the previous MGM scheme. Dealing with complex-valued
contrasts, two regularizing terms, which separately act on the real
and the imaginary parts of the contrast function, are introduced. In
this way, the considered general cost functional F}, (&, 7, Ei ) can be
defined as

Fo(&ny iy Brp) = Fo(€ny s Eip) + FS(En) + F(nn), (22)

where F$ and F7 are regularizing terms acting on the real and
imaginary parts, respectively. Note that the regularization terms could
be different.

With this formulation, the modification of the MGM algorithm is
essentially noticeable on the contrast search directions. The recursive
relations for the regularized MGM are then given by

gn = én—l + /Br%dEN (23)
M = Mp-1-+ Bgd:]u (24)
El,n = El,n—l + QA nVin, (25)

where Jg and JZ are the search directions with respect to &, and
Mn, respectively. These regularized updating directions are defined as
follows

- e - . o (38138 G5 1)a
d, = Gh+ARd,,  with 45 = SRSl (26)
1351113
~7]~ _~’r]
~ - - T . - ~1/Q
B = gend, with fy:z:@"'ﬁ’f In1) (o)
gn—luﬂ

where ¢§ and g§ are the gradients of the cost functional Fn(ﬁn, M, Eln)
with respect to &, and n,, respectively. In fact, it can be easily shown



8 Belkebir, Baussard, and Prémel

that the search directions dé and d” correspond to
d, = d+d;, (28)
& = )+ d, (29)

where CZ% and CZZ are the regularizing search directions which depend
on the choice of the regularization terms.

4.2. Edge-Preserving Regularization

In this contribution, an edge-preserving regularization approach [6] is
considered. The regularization term is defined as follows

FEP(t) = p [ (|19t dr, (30)

where ¢ is a regularization function which smoothes the homogeneous
area isotropically while preserving edges, and p is the weighting
parameter which fixes the influence of the regularization term.
Different conditions have been defined in order to ensure edge
preservation [5,6]. These conditions are based on the study of the
derivative of (30), formally given by

v (Mvm)) . (31)

IVi(r)|
The three main assumptions for the function @ are
() . : o
° }IH(I) = M < oo isotropic smoothing in the homogeneous area.
/
t
o lim #(¢) = 0: edge preserving.
t—oo t
/
t
° QOT() strictly decreasing.

In Table 1, four main functions are reviewed. The choice of the function
used in a given reconstruction depends on the object to be estimated.

If we consider the discretized search domain as an image of
dimension Ny and N, indexed by lig (row number) and col (column
number), the regularizing term can be written as follows

leg

FEP() = Y Z’ (!Vt )H) (32)

lig=1 col=1
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Table 1. Edge-preserving functions.

/
t
function ¢ o(t) 99; )
r* 2
Geman and Mc.Clure 5 TENaE
) 2
Hebert and Leahy log(1 + %) 5
1
Hyper surfaces /41241 s
+t
1 t=0
Green log[cosh(z
£ ) tanh (7)
; =0

where 0 fixes the threshold discontinuity level on the gradient norm.

Previously, this regularizing term was implemented within an half-
quadratic technic [5,11,8]. Here, according to [7], we do not consider
this approach but directly implement our cost functional as

Fo(&nymn, El,n) = Fu(&ns M, El,n) + an(gn) + Fﬁ(??n% (33)
where
Niig Neol \v4
e = Y ) W(” et )”) (31)
lig=1 col=1 §

Niig Neol
B = 353 g (170), (35)

lig=1 col=1

(pe,6¢) and (py,dy) are the parameters applied for the real and
imaginary parts, respectively.

For the images, the following computational relations were
considered

(Vat)(tigeoty = t(lig +1,col) — t(lig, col), (36)
(vyt)(lig,col) = t(liga col + 1) - t(lig7 COl)7 (37)
HVtH%lig,col) = vatH%lig,col) + HvytH%lig,col)' (38)
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It is noteworthy that without a contrast function defined as (13)
and a regularization scheme which acts separately on the real and
imaginary parts of the object, the real and imaginary parameters
(pe, 6¢) and (py, 6,) would affect both object parts, making their choice
difficult and finally impossible.

Moreover, since an initial estimate must be used to initialize
the MGM algorithm, the back-propagation method from [3] was
considered. Furthermore, considering [10], when the variation of two
successive criterion values do not vary within a given range (about
1079), the total field is fully computed using Equation (6). The process
is stopped if the criterion value between two iterations does not change
or if the maximum number of iterations, fixed at the beginning of
the process, is reached. The number of iterations depends on the
complexity (shape, permittivity level, etc.) of the estimated object.

5. NUMERICAL RESULTS

5.1. Experimental Setup

The experimental setup (Figure 2) under consideration, from Institut
Fresnel (Marseille, France), is described in [3,4]. A dielectric or
metallic homogeneous object is irradiated by L = 36 different locations

Target
—

Receiver

Emitter

Figure 2. The experimental setup geometry used for validating the
inverse algorithm. ¢ denotes the angle of receiving antenna while 6
represents the angle of the emitting antenna.
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evenly distributed around the object. The TM polarized incident
field, E"(l = 1,---,L), is modelled in the investigation domain
by a linearly polarized isotropic cylindrical wave as defined in (2).
The scattered field for each irradiation Eld is measured for M = 72
different locations evenly distributed around the object. However, due
to physical limitations, there is a blind zone of 60°, from each part of
the transmitter, such that the scattered field is measured for 49 out of
the 72 receiver angles.

In what follows, some reconstructions using the experimental data
are presented.

5.2. Two Dielectric Objects

A dielectric target made of twin cylinders with circular cross-section
of radius 1.5 cm is considered. The relative permittivity of this target
was estimated to be ¢, = 3 +0.3. In this contribution, we report
reconstructions obtained at the operating frequencies of 4 GHz and
7 GHz (see [4] for more details on the experimental setup, in which the
target under test is referred therein as Twodiel TM _8f). In both cases,
a rectangular search domain of 8 cm (along the z-axis) x16 cm (along
the y-axis), discretized into 20 x 40 cells and centered at (x = 0cm,
y = 0cm) was considered.

Figures 3 and 4 show the discretized simulated search domain, the

EN
ES
=

= .
[

o .
=

=
=

Figure 3. Reconstructions obtained after 150 iterations of the two
dielectric objects at 4 GHz. (a) Simulated 8 cm x 16 cm search domain
centered at (z = 0cm, y = 0cm) and discretized into 20 x 40 cells. (b)
Reconstruction obtained without regularization. (c) Reconstruction
obtained with regularization.
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Figure 4. Reconstructions obtained after 150 iterations of the two
dielectric objects at 7 GHz. (a) Simulated 8 cm x 16 cm search domain
centered at (z = Ocm, y = 0cm) and discretized into 20 x 40 cells. (b)
Reconstruction obtained without regularization. (c) Reconstruction
with regularization.

reconstructions obtained without regularization and the reconstruc-
tions using the edge-preserving regularization (with a Geman and Mc
Clure function ). The reconstructed imaginary part of the contrast
was found almost homogeneous and of small magnitude. Therefore,
we conclude that the object under test is dielectric.

The permittivity level at 4 GHz is €, = 3.49 and ¢, = 3.56 at 7 GHz
in the non regularized case and ¢, = 3.11 at 4 GHz and ¢, = 2.77 at
7GHz in the regularized one. These results show the improvement
of the reconstruction — for the shape and the permittivity level —
when using the regularized MGM. In the obtained results a shift of the
cylinders can be notice. This shift is due to experimental positioning
errors (which are within the experimental margin).

5.3. Rectangular Metallic Object

The metallic target is a centered cylinder with a rectangular cross-
section of (1.27 x 2.54) cm?. The experimental data are fully described
in [4] and the target is referred therein as rectTM_cent. For
frequencies of 8 GHz and 16 GHZ, a 2.1cm X 3.2cm search domain,
discretized into 20 x 30 cells and centered at (x = —0.5cm, y =
—0.75cm) was considered.

Figures 5 and 6 show the simulated search domain, the
reconstructions obtained after 50 iterations without regularization and
using the regularized MGM (with a Hebert and Leahy function ¢).
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(a) (b) (c)

Figure 5. Reconstructions of the metallic target at 8 GHz after 100
iterations. Grey scale level of the (a) Simulated 3.6 x 5.4 cm? search
domain centered at (z = —0.5cm, y = —0.75cm) and discretized into
20 x 30 cells, (b) reconstructed target without regularization and (c)
reconstruction obtained using the regularized MGM.

1 1
15 15 J 15 i

3 -3 -3
0 0

2 15 1 05 0 05 1 Q5 05 005 1 Q5 105 005 1

(a) (b) (c)

Figure 6. Reconstructions of the metallic target at 16 GHz after 100
iterations. Grey scale level of the (a) Simulated 3.6 x 5.4 cm? search
domain centered at (z = —0.5cm, y = —0.75cm) and discretized into
20 x 30 cells, (b) reconstructed target without regularization and (c)
reconstruction obtained using the regularized MGM.
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These figures present only the grey-level map of the normalized non
negative reconstructions, since for such impenetrable objects only the
shape is of interest; the estimated conductivity level is less important.
The real part of the contrast was found more or less homogeneous
inside the search domain and close to unity. Therefore, they are not
presented.

Maximum conductivity at 8 GHz is ¢ = 3.45S/m and o =
3.31S/m at 16 GHz in the non regularized case. In the regularized
case, the maximum estimated conductivity at 8 GHz is o = 1.50S/m
and 0 = 0.29S/m at 16 GHz. Let us notice that the reconstruction
obtained at 8 GHz seems to correspond to an ‘equivalent’ object.

5.4. “U-Shaped” Metallic Object

In this part, a “U-shaped” metallic cylinder defined within a (8 x5) cm?
rectangle is considered. The shape of the target under test is described
in [4] and referred therein as uTM _shaped for which data were carried
out with 8 frequencies ranging from 2 up to 16 GHz. We use herein
only the data at the highest available operating frequency f = 16 GHz.
The domain of investigation is a (15 x 12) ecm? discretized into 50 x 40
cells.

Figure 7 shows the discretized search domain, the reconstructions
obtained with and without regularization after 200 iterations. For
this object, a Hebert and Leahy function ¢ was considered. The
results are presented as grey-level map of the normalized non negative
imaginary part of the contrast functions. The maximum conductivity
is 0 = 1.84S/m in the non regularized case and ¢ = 0.31S/m in the
regularized case.

'l 48 a8

-0 -40 -20 00 20 40 60

(a)
Figure 7.

16 GHz after 200 iterations.

| 2n
0.60

U3l op
040

-0 -20

-4n

-60 -40 -20 o0 20 40 60

(b)

-60 -40 -20 o0 20 40 60

(c)

Reconstructions of the “U-shaped” metallic target at
Grey scale level of the (a) simulated

15cm x 12cm centered search domain discretized into 50 x 40 cells,
(b) reconstructed target without regularization and (c) reconstruction
obtained using the regularized MGM.
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6. CONCLUSION

In this contribution, a regularized modified gradient algorithm was
used to solve an inverse scattering problem from laboratory-controlled
data. A particular formulation of the MGM was considered in order
to efficiently introduce edge-preserving regularization terms which
separately act on the real part and on the imaginary part of the
contrast function to be estimated. This algorithm was successfully
tested against real data, with particularly high-quality estimate of the
shape and permittivity level of the dielectric target. As the real data
have been determined for different frequencies, future work could be
to extend the proposed algorithm to multiple frequencies. Moreover,
considering recent work on a multiplicative TV regularization [1], a
multiplicative approach would allow one to suppress the empirical
choice of the regularization parameter.
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