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Abstract—The Dyadic Green’s function is in general viewed as a
generalized, or distribution function. A commonly used procedure to
evaluate its volume integral is the principal-volume method, in which
an infinitesimal volume around the singularity is excluded from the
integration volume. In this paper, we develop a general analytical
technique to evaluate the integral of the dyadic Green’s function
without the need to specify an exclusion volume.

The newly derived expressions accurately integrate the singularity
and can be used for integration over any shape of spatial discretization
cel.  We derive explicit expressions for the integral of the 3D
dyadic Green’s function over a sphere and over a general rectangular
block. Similar expressions are obtained for the 2D dyadic Green’s
function over a cylinder and over a general rectangular cell. It
is shown that using the integration technique described in this
paper for spherical /circular cells, simple analytical expressions can be
derived, and these expressions are exactly the same as those obtained
using the principal-volume method. Furthermore, the analytical
expressions for the integral of the dyadic Green’s function are valid
regardless of the location of the observation point, both inside and
outside the integration domain. Because the expressions only involve
surface integrals/line integrals, their evaluation can be performed
very efficiently with a high degree of accuracy. We compare our
expressions against the equivalent volume approximation for a wide
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range of frequencies and cell sizes. These comparisons clearly show the
efficiency and accuracy of our technique.

It is also shown that the cubic cell (3D) and the square cell (2D)
can be approximated with an equivalent spherical cell and circular cell,
respectively, over a wide range of frequencies. The approximation can
be performed analytically, and the results can be written as the value
of the dyadic Green’s function at the center multiplying a “geometric
factor”. We describe analytical procedures to derive the corresponding
geometric factors.
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1. INTRODUCTION

Integral equations have been widely used to solve electromagnetic
(EM) scattering and related problems, such as those arising in antenna
design, geophysical subsurface sensing [9-11], biomedical engineering
[8], and optical scattering [14], to name a few. A fundamental
component of the integral equation is the dyadic Green’s function,
which makes it possible for the integral equation to exhibit a simple
analytical form. This feature is especially true for multiple scattering
problems, in which the complex physics of a vector field is properly
synthesized by the dyadic Green’s function [1].

The study of dyadic Green’s functions has attracted numerous
researchers in the EM community [1-8]. Dyadic Green’s functions
can be classified into a spatial representation, in which the function
is written in terms of simple algebraic expressions in the coordinate
space r, and an eigenfunction representation, in which the function is
written in terms of vector wave functions or eigenfunctions suitable
for the assumed geometry [1]. Chew [1] gives a review of these
two representations of the dyadic Green’s function and of their
relationships.

This paper is devoted to the spatial representation of the
dyadic Green’s function in an unbounded homogeneous and isotropic
conductive medium. In this case, the dyadic Green’s function can
be derived in closed form using vector and scalar potential theory
[2]. A fundamental feature of the dyadic Green’s function is the
singularity in the source region. This feature has been extensively
studied by Yaghjian [3,4] and Van Bladel [2], among others. Their
work has shown that the dyadic Green’s function can only be viewed
as a generalized function involving a Dirac delta function singularity
and is only valid in the distribution sense. Its evaluation should be
approached using a method called “Principal Volume Method,” in
which an exclusion volume is specified around the singularity. As
for the principal volume integration, an equivalent volume (sphere
in 3D and circle in 2D) approximation has been frequently used for
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some special shapes of discretization cell given that, for those cases,
analytical solutions can be derived to simplify the evaluation [5, 6, 8].
This paper reviews the derivation of the expressions for the equivalent
volume approximation in the source region and outside the source
region using various methods, both for 3D and 2D cases. We remark
that the singularity property of the dyadic Green’s function has led to
the formulation of the Extended Born Approximation in EM scattering
[15,16].

The principal volume method, so far, is about the only method
available to solve the integral of the dyadic Green’s function in the
source region. In this paper, we show that the principal volume is
actually not necessary. Our derivation is valid for the integration over
any shape of discretization cell and for any spatial location, both for 3D
and 2D domains. We give explicit expressions for the integration over a
spherical cell (circular cell in 2D) and a general rectangular cell (square
cell in 2D). It is shown that the expression for a sphere/circle from
our formula gives exactly the same solution as the principal volume
method for the same cell. Our formula is also validated numerically
by comparing the numerical results to those obtained from an already-
validated code and the principal volume method for a wide range of
frequencies and cell sizes, both in the source region and outside the
source region. For a cubic/square cell, when the observation points are
outside the source region, we derive a geometric factor solution, which
is nothing but the dyadic Green’s function in the geometric center
of the cell multiplying a geometrical factor. The formulas reported
here have been used to simulate tri-axial induction tool measurements
acquired in inhomogeneous and electrically anisotropic rock formations
[9-11].

2. THE DYADIC GREEN’S FUNCTION

Assume an EM source that exhibits a time harmonic dependence of
the type e~™!, where w is angular frequency, ¢ is time, and i = v/—1.
The magnetic permeability of the medium equals that of free space,
o- Thus, the integral equation for electric and magnetic fields can be
written in general as [2,3,12]

E(r) = By(r)+ [ C(r.ro) - A5(ro) - E(rojdro, (1)

and
H(r) = Hy(r) + / G (r,ry) - AG(ro) - E(ro)dro,  (2)
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where E(r) and H(r) are the electric and magnetic field vectors,
respectively, at the measurement location, . In the above equations,
Ey(r) and Hy(r) are the electric and magnetic field vectors,
respectively, associated with a homogeneous, unbounded, and isotropic
background medium of dielectric constant &, and Ohmic conductivity
o,. Accordingly, the background complex conductivity is given by
op = 0, — lwenpen, and the wavenumber ky, of the background medium
is given by k? = iwpooy = w?po0er + iwhoo),

The electric dyadic Green’s function included in equation (1) can
be expressed in a closed form as

fr = 1
Ge(r,r9) = iwpo <I + ﬁvv> g(r,ro), (3)
b

where the scalar Green’s function g(r, () satisfies the wave equation
V2g(r, o) + kjg(r,mo) = —6(r — ro), (4)

and whose solution can be explicitly written as

etkv|r—mo
= 5
olr.r0) = o)
The electric dyadic Green’s function is a solution of
V x V x ﬁe(r, ro) — k‘gﬁe(r,ro) = iwupd(r — ro)?. (6)

The magnetic dyadic Green’s function is related to the electric Green’s
tensor through the expression

e ]_ e
h _ e
G"(r,r9) = iw,uov x G(r,79). (7)
Finally, the tensor
AG =5 — o] = AT — iwpgAereol. (8)

is the complex conductivity contrast within scatterers, with Ae, =
er — erpy, AT =0 — 0,1, and where I is a unity dyad.

In the 2D case, the electric dyadic Green’s function can be
expressed as

(5,1
G°(p, py) = iwp (I + FVV> 9(p, Po); 9)
b
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where

g(p,py) = —Ho (k'b|P Pol) (10)

is the 2D scalar Green’s function and H[gl)(-) is the Hankel function
of the first kind and order zero, and p is the location vector in 2D
Cartesian coordinates.

This paper is devoted to equations (3) and (9) only. The
description is focused mainly on the 3D dyadic Green’s function,
because the 2D dyadic Green’s function follows the same principles.

3. THE PRINCIPAL VOLUME METHOD

When the source point rg and the observation point 7 coincide,
equation (1) gives an improper integral because the double derivatives
from VV operating on ggr 7o) in equation (3) give rise to a singularity
of the type O(1/|r — r¢|°) when r — 7g.

Work by numerous researchers has proved that, although the
improper integral in equation (1) does not converge in the classical
sense when r — 7o, its principal value integral does exist. The
following form of the integral has been suggested [1-4]:

— _ f. A: . E
E(r) = Eb(r)+PV/ G*(r,r0)-Ac(ro) E(ro)dro— U(;) (T),
T b
(11)
where PV fT[.]dro = limy_oo fT—dero stands for the principal

volume integral, and 75 is a small exclusion volume. Because the
exclusion volume will cause discontinuous currents on the surface of
the volume, surface charges will accumulate on the surface, which will
cause an electrostatic field inside the volume. This EM field will persist
no matter how small the volume is, and is a function of the shape of
the volume [1]. The third term in equation (11) gives the correction

due to the accumulated surface charges, in which L is a tensor and is
a function of the volume shape.

When using the method of moments [7] to solve equation (11),
one frequently faces the problem of evaluating the following improper
integral in the 3D case:

Qll
=

_ /Tie(r,ro)dro, (12)

and in the 2D case:

Qll
=

= [ (p.p)ipe (13)
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When r — rq, using the principal volume method, equation (12) can
be evaluated as
G(r) =PV | G(r,ro)dro — —. (14)
T Oy
Similarly for the 2D case, when p — pg, equation (13) can be evaluated
as _
Ly

D
Op

Glp) = PV [ G (p.pyo)dpy - (15)
where fg is a tensor and a function of the exclusion element shape.

When r/p is outside the source region, no singularity exists, and
the integral in equations (12) and (13) can be evaluated using any
numerical method, or analytically for some special cases.

3.1. Equivalent Volume Solution for a Singular Cell

To evaluate the principal value integral in equation (14), numerical
methods need to be used in general. However, if we take the
exclusion volume as a small sphere (small circle for the 2D case), and
approximate the cell using a spherical cell (circular cell for the 2D
case) with the equivalent volume (area for the 2D case), an analytical
solution can be obtained which has been shown to be a very good
approximation for the cubic cell [6, 8] (square cell for the 2D case).

In the 3D case, let x1 = 2z, 2 =y, 3 = 2, p = 1,2,3, and
q = 1,2,3. The solution of equation (14) can be written as

Gpg = ?% [2(1 — ikpa)et? — 3} : (16)

where a is the radius of the equivalent sphere, given by

3 1/3
a= (E) a, (17)

and a; is the side length of the cubic cell. A simplified derivation
procedure is given in Appendix A. A more detailed derivation can be
found in [5,6,8]. Also, an alternative derivation procedure that does
not require the specification of the exclusion volume is given in the
first part of Appendix B.

In the 2D case, assume an infinite square cylinder parallel to the
z direction. The solution of equation (15) can be written as

. 1 . 1
E(p) 1 14 ZT['kbCLHl( )(kba) T4 imkbaHf )(k:ba)

22 1
op 4 oy 4 2z, (18)
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where H fl)(-) is the Hankel function of the first kind and order 1.
A derivation of equation (18) is given in the first part of
Appendix C.

3.2. Geometric Factor Solution for Non-Singular Cells

When r/p is not in the source region, expressions for the equivalent
volume/area approximation can also be derived analytically. As shown
in Appendices B and C, the solution of equations (12) and (13) can be
written as

5(1°) = C3§e(r, re), (19)

and

Qll

(p) = C*G*(p, p.), (20)

where

r. is the coordinate of the geometric center of the spherical/cubic cell,
p. is the coordinate of the geometric center of the circular/square cell,

and C3 is the 3D “Geometric Factor” for the integral of the 3D dyadic
Green’s function, given by

4ma [sin(kpa)
3
C = k—g W —COS(kba) ; (21)
where a is the radius of the cell for a sphere and is given by
equation (17) for a cubic cell.

In equation (20), C? is the 2D “Geometrical Factor” for the
integral of 2D dyadic Green’s function, given by

2 /
C%:ghmw, (22)

where o’ is the radius of the cell for a circular cell and is given by the
following formula for a square cell:

!/
o= O
NG

where q] is the side length of the square. Appendix B gives a detailed
derivation of equation (19) and Appendix C gives a detailed derivation
of equation (20).

Equations (19) and (20) are referred to as the “Geometric Factor
Solutions” in this paper.

(23)
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4. A GENERAL INTEGRAL EVALUATION TECHNIQUE

The principal volume method uses an exclusion volume to deal with the
singularity caused by the dyadic Green’s function in the source region.
However, it can be shown that the exclusion volume is not needed and
that the integral in equations (12) and (13) can be evaluated directly.
This is shown next.

First, substitution of equation (3) into equation (12) gives

G(r) = iwpo (? + kigvv) fr), (24)

where

£ = [ glr.ro)dro. (25)
From equation (4), one can obtain

1

1
Sr — _
(r —mrp) k,?

2 V2g(r,ro). (26)
b

g("', 7"0) —
Substitution of equation (26) into equation (25) gives
1 1
f(’l") = —? / v2g(’l“, ’r‘o)d’l"o — P / 5(’)‘ — ’I"())d’r‘o. (27)
b 7T b JT

Using the relationship
V = —Vy, (28)

where subscript 0 stands for the derivative with respect to the source
coordinates, one has

fr) = —kigv - [ Vogtrroyar - %Dm, (29)
where
1 rer
D(r):{o r;T. (30)

Using the theorem, [, Vipdv = §g1ds, where ¢ is an arbitrary scalar
function, one can immediately arrive at

1 1

fr)= 5V fa olrraa(roydso — 5 D), (31)

where O7 is the closed surface of the integration volume 7, and n is
the outgoing unit normal vector of the surface boundary 0.
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Following a similar procedure, from equation (25) one obtains

VVf(r)=-V 8Tg(r,r0)ﬁ(r0)dso. (32)

Substitution of equation (31) and equation (32) into equation (24)
yields

DT +1V - 72 g(r, mo)Au(ro)dso—

G(r)
Jb V?{ g(r,ro)n(re)dsy

(33)

For the two-dimensional case, the corresponding equation can be
derived as

[ D@T+TV - g po)iatpo)dio-
G(p) = — 85 ) (34)
o Vf 9(p, po)7(pg)dlo
oS

where D(p) is given by

D(p)z{é Z;ﬁ (35)

So far, we have transformed the volume/surface integral to surface/line
integrals. For finite size cells, the distance between the volume
surface/surface boundary and the cell center will never be zero, which
indicates that by making use of equations (33) and (34), the singularity
has been completely eliminated. Another notable advantage of
equations (33) and (34) is that they can be used to evaluate the
integrals at any point in space, not only the self-interaction term.
These formulas provide a way to reduce computing times compared to
any alternative numerical method given that the surface/line integral
evaluation is much more efficient than the volume/surface integral
evaluation.

Equations (33) and (34) are universal for any shape of cell.
Depending on the cell shape, 07/9S corresponds to different
surfaces/lines, thus different explicit expressions can be obtained. For
the 3D case, Appendices D and E give the derivations of the explicit
expressions for the integration over a spherical cell and for a general
rectangular block cell, respectively.

As shown in Appendix D, the general formula given here leads
to exactly the same solution [Equation (16)] as the principal volume
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method for a spherical cell. This confirms the validity of the general
formula.

For the 2D case, Appendix F gives the derivation of the
explicit expressions for the integration over a general rectangular cell
(rectangular cylinder).

5. NUMERICAL VALIDATION

For a spherical/circular cell, in Appendices B, C, and D, we show
that the new method and the principal volume method give identical
analytical expressions. The validity of the new method is apparent for
spherical/circular cells.

For a cubic cell, because the accuracy of the equivalent volume
approximation is very high [6,8], we choose to compare the results
from the general formula against those obtained from the equivalent
volume approximation for a wide range of frequency and discretization
cell sizes. The explicit expressions derived in Appendix E are evaluated
using a Gauss-Legendre quadrature integration formula. For all the
numerical examples considered in this paper, the background Ohmic
conductivity oy is taken to be 0.5S/m, and the dielectric constant &,y is
taken to be 1. The frequency range considered is up to 1 GHz. Figure 1
shows simulation results versus |kya| for a singular cell, where a is the
radius of the equivalent sphere. On that figure, “General Formula”
refers to the expressions given in Appendix E, while “PV Appr.” refers
to equation (16). Because for a cubic cell all the diagonal entries are
equal, only the first diagonal entry, G(1,1), is shown on that figure. The
upper figure describes the amplitude, while the lower one describes the
phase in radians. From Figure 1, one can easily draw the conclusion
that the results are perfectly matched, even at very high frequencies.
This not only validates the general formula, but also shows that a
sphere is truly a very good approximation for a cube with the same
volume.

For the measurement points outside the source region, we compare
the results between the geometrical factor solution from the equivalent
volume approximation [Eq. (19)] and the exact formula presented in
this paper. We assume a cell with dimensions dx = 0.2m, dy = 0.2m,
and dz = 0.2m, and that the cell is located at the origin. The
observation point is located at (0.2, 0.4, 0.6) m, which is intentionally
chosen to be very close to the cell. Figures 2 through 4 show the six
independent components of the integral tensor. Figure 2 shows G(1,1)
and G(1,2); Figure 3 shows G(1,3) and G(2,2); Figure 4 shows G(2,3)
and G(3,3). Both amplitude and phase are shown in these figures. The
values of the integrals of the Green’s function are plotted against |kpal,



58 Gao, Torres-Verdin, and Habashy

T
r| — General Formula
o PV Appr.

©

Amplitude of G(1,1)
o
T

10°

General Formula
o PV Appr.

10 107 107 10 10 10
[k,al

Figure 1. Comparison of integration results obtained from the general
formula and the principal-volume approximation assuming a singular
cubic cell. The upper panel shows the amplitude, and the bottom
panel shows the phase. In both panels, a is the radius of the equivalent
sphere.

where a is the distance between the observation point and the center of
the cell. Figures 2 through 4 clearly show the accuracy of the geometric
factor solution. When |kya| is very large, the amplitude of the results
reaches the noise level, and a small discrepancy occurs, as shown in
Figures 2-4. Because the geometric factor solution is analytical, it is
highly efficient from a computational point of view.

For a general rectangular element, the equivalent volume
approximation cannot provide accurate results. Intuitively, for a
general rectangular cell, the three diagonal entries are not equal, while
the equivalent volume approximation can only provide equal diagonal
entries. Results from the general formula are compared to those
obtained with an already validated code. The code was developed
for the computation of the Green’s function in a layered medium,
and has been optimized to make a compromise between accuracy and
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Figure 2. Comparison of integration results obtained from the general
formula and from the geometric factor solution assuming a non-singular
cubic cell. Two of the six independent components, G(1,1) and G(1,2)
are shown on the figure. Both amplitude and phase are shown on the
Figure. The cell size is (0.2, 0.2, 0.2) m, and the cell is located at the
origin. The observation point is located at (0.2, 0.4, 0.6). In both
figures, a is the distance between the cell and the observation point.

computing speed. It is claimed that the code can provide accurate
results to the second effective digit. This code is referred to as ‘External
Code’ in this paper. Table 1 gives comparison results for a cell with
dimensions dr = 0.1 m, dy = 0.3m, and dz = 0.5 m. Results for 100 Hz
and 1 MHz are listed in the table. The results are clearly matched
within 1%. It is believed that the results from the general formula are
much more accurate because there is no approximation other than the
numerical integration.
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Figure 3. Comparison of integration results obtained from the general
formula and from the geometric factor solution assuming a non-singular
cubic cell. Two of the six independent components, G(1,3) and G(2,2)
are shown on the figure. Both amplitude and phase are shown on the
Figure. The cell size is (0.2, 0.2, 0.2) m, and the cell is located at the
origin. The observation point is located at (0.2, 0.4, 0.6). On both
figures, a is the distance between the cell and the observation point.

6. CONCLUSIONS

We have developed a technique for the accurate and efficient evaluation
of integrals of the dyadic Green’s function without the use of an
exclusion volume. The formulas presented in this paper can be used
for any cell shape and for any frequency. Explicit expressions have
been derived in 3D for a spherical cell and for a general rectangular
block and in 2D for a circular cell and a general rectangular cell. We
also derived the geometrical factor solution for a spherical cell and a
cubic cell. The general integration formula presented in this paper
is universal for any cell shape and frequency. The geometrical factor
solution can provide accurate results for cubic/square cells, and for a
wide range of frequencies.
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Figure 4. Comparison of integration results obtained from the general
formula and from the geometric factor solution assuming a non-singular
cubic cell. Two of the six independent components, G(2,3) and G(3,3)
are shown on the figure. Both amplitude and phase are shown on the
Figure. The cell size is (0.2, 0.2, 0.2) m, and the cell is located at the
origin. The observation point is located at (0.2, 0.4, 0.6). In both
figures, a is the distance between the cell and the observation point.
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Table 1. Comparison of integration results obtained with the general
formula and with an external code assuming a rectangular block of
a dimension (0.1, 0.3, 0.5) m. The external code has been previously
validated to render accurate results described to the second effective
digit. Results from two frequencies, i.e., 100 Hz and 1 MHz are shown
in the table.

External Code General Formula

Freq (Hz) | Quantity | Real Part | Imaginary Part| Real Part | Imaginary Part
G(1,1) |-1.52296340| 4.1860558E-06 | -1.521676900 | 4.158624051E-06

100 G(2,2) |-0.34986061 | 5.1357538E-06 | -0.349633068 | 5.107571269E-06
G(3,3) |-0.12866613| 5.7510060E-06 | -0.128690049 | 5.722195510E-06

G(1,1) |-1.52979820 | 3.3293307E-02 |-1.528510330 | 3.301968426F-02

1M G(2,2) [-0.35686129| 4.2770579E-02 | -0.356630176 | 4.248940200E-02
G(3,3) [-0.13590108| 4.8885193E-02 | -0.135921240 | 4.859771207E-02

APPENDIX A. DERIVATION OF THE EXPRESSION OF
THE EQUIVALENT VOLUME APPROXIMATION FOR
A SINGULAR CELL USING THE PRINCIPAL VOLUME
METHOD

For a spherical exclusion volume [13],
1
3

According to the theory of tensor analysis, the operator VV can be
expressed as

L=-1I, (A1)

3 82
p,g=1 P
Thus, equation (3) can be written as
. 0?
qu(r,ro) = twlo <6pq + k—gm> g(r,ro). (A3)

Note that the derivatives indicated in equation (A3) have been
transformed into those taken with respect to source coordinates.

By combining equations (Al), (A2) and (A3), equation (12)
becomes
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1
Gpq(r) = PV/G;q(r,ro)dro - £5pq

r.r 1
— ZW,LLOPV/ 6pqg T 'l"o)d’f'o + PV/ W(?)dro - aépq
1 1
= D — Dy — —08,,. Ad
1WQ 1—|-Ub 2 30, P (A4)

Case 1: when p # ¢, the first term and the third term on the
right-hand side of equation (A4) vanish because of the property of
the Kronecker § function. It can also be shown that Ds vanishes
because the derivative of g(r,r¢) with respect to a particular axis is
an odd function about that axis due to symmetry of the coordinates
[21]. Thus, all the off-diagonal elements become zero.

Case 2: When p = ¢, because g(7, r() is a function of |r—r¢| only, one
can define a spherical coordinate system centered at . Thus, without
loss of generality, we set » = 0. It then follows that

eikbro
g(r,ro) = g(ro) Arro (A5)
In a spherical coordinate system, DD can be written as
D1 = PV/g(’I“,T‘o)(Spqd’I"o
1 " a . 2T s
= — lim To@Zkbrodro/ dqb(]/ sin90d90
4m n—0 Jy 0 0
a .
= lim [ roet*modr. (A6)
n—0 n
Integration by parts yields
1 ikba
Dy = 2 (1= ikpa)e™e — 1] (A7)

Because of symmetry, Dy remains invariant under the rotation of the
Cartesian coordinates, and this gives [21]

Dy = PV/ gdro—PV/ gdro—PV/ gdro (A8)

Therefore,
1
Dy = §Pv/ Vig(r,ro)dro. (A9)
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In spherical coordinates,

2 _ 10 ( 239(7"77"0))
vﬂg<ra 700) - 7“(2) 8T0 L) 87'() . (AlO)

Substitution of equation (A10) into equation (A9), and after some
simple manipulations, one obtains

Dy— 1 (1= ikya)e®e — 1] (A11)

3
Substitution of equations (A7) and (All) into equation (A4) yields

—~

Gpg = 374 [2(1 = ikya)e™ — 3] . (A12)

APPENDIX B. DERIVATION OF THE ANALYTICAL
SOLUTION FOR THE INTEGRALS OF THE DYADIC
GREEN’S FUNCTION FOR A SPHERICAL VOLUME

To derive a solution of equation (24) for a sphere, first g(r,7r¢) is
expanded in terms of the spherical Bessel and Hankel functions [16],
namely,

ikb > " m)' m
g(r,rg) = e > (2n+1) mz:()xm n+m)'P” (cos @) P (cos bp)
n(k k: >
coslm(g — go)] § IR (Rer) T o gy
Jn(kpr)h kbv"o) r<rg
where
r=|r|, (B2)
o = ”I“()’, (BB)
and
1 m=0
w={y oy (B4

Assume that the radius of the sphere is equal to a. For convenience,
but without loss of generality, we set the origin at the center of the
sphere.
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B.1. Derivation for a Singular Cell

For a singular cell, 7 is located within the sphere. Using equation (B1),
in spherical coordinates, equation (25) can be written as

f(’“):%z: 2n+1 Z m ) Pm(cose)
n=0

2

dgo cosm(¢p — ¢o)] /0 dOo P (cos bp) sin O

. {jn(kbr) / P20 (kyro)dro + B () / rgjn(kbro)dro].(BE))
r 0

From the properties of the sinusoidal functions and Legendre functions,
one can easily conclude that in equation (B5) only the zero-th order
terms of m and n remain. This leads to

f(T) =ik |:j0(kb7')/ d?’o?“gh((]l)(kbro) + h(()l)(kbr)/o dToT(Z)jo(ka()):| .

(B6)
Making use of the properties
. sin z
Jo(z) = , (B7)
z
and )
W) = e, 9
and after some tedious manipulations, one obtains
1 ikya sin(kpr)
) = g [+ (= ik S (59)

To derive the expression for a singular cell, we make use of the power
series expansion of sin(kyr), i.e.,

in(kyr) = 3 (-1t G (B10)
sin(kyr 2 @n 1)1

Substitution of equation (B10) into equation (B9) yields

Fr) = l—l + (1 —ikya)e™ (1 + i(—l)”i(kmzn )] (B11)
k2 b En+1)! )|

n=1

From equation (B11), one obtains that

tim £(r) = kl 1+ (1 - ikya)e™] (B12)
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and 1 B
lin% VVf(r)= —5(1 — ikya)e*vaT. (B13)

By substituting equations (B12) and (B13) into equation (24), one
obtains y ) 0
Gl =14 5 (1 —ikya)e™|T. (B14)
Jp

This last expression is identical to equations (16) and (A12).

B.2. Expression for Non-Singular Cells

When r lies outside of the sphere, r is always greater than rg. Thus,

flr) = ikbh(()l)(kbr)/o drorg jo(kyro)- (B15)
Using equations (B7) and (B8), one easily arrives at
03 eikbr B
= 16
f(r) dgr’ (B16)

where

03— dma [sin(kba)
=32

Substituting equation (B16) into equation (24) yields

o cos(kba)} . (B17)

— — 1 ika
G(r)=C? [Wo <I - pvv) an] . (B18)
b

If the origin is not at the center of the sphere, we assume that the
coordinate of the center of the sphere is r.. Equation (B18) then
becomes

Qll

Adr|r — r.|

5 | _ 1 eikb|r—rc|
(r)=C" |iwpo | I + ?VV —. (B19)
b

By comparing equation (B19) to equation (3), and by using
equation (5), one arrives at the expression

G(r) = C3G(r,r,), (B20)

where

— — 1 G'Lkbl"'_rcl
Ge(r,re) =iwpo | [ + 5VV | ——, (B21)
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and C? is given by equation (B17).

The interesting feature of equation (B20) is that the integral of
the dyadic Green’s function is nothing but the dyadic Green’s function
evaluated at the geometrical center multiplied by a constant. The
constant C? is a function of the geometry of the cell, which here is
referred to as “3D Geometric Factor”. For a sphere, a is the radius of
the sphere, while for a cubic cell, a is given by

3 1/3
a= (E) a, (B22)

where q; is the side length of the cube.

APPENDIX C. DERIVATION OF THE ANALYTICAL
SOLUTION FOR THE VOLUME INTEGRALS OF THE
DYADIC GREEN’S FUNCTION FOR AN INFINITELY
LONG CIRCULAR CYLINDER

The integral of the 2D dyadic Green’s function over a cross-section S
is written as follows

G(p) = iwpg (f + kigVV> f(p), (C1)
where f(p) is given by
fo) = [ 1 Galp — pol)dpy, (2)

Assume that the origin is at the center of the cross-section of the
cylinder. Using the addition theorem of Hankel functions [15], one can
write

—+o00
Y Tm(kupo) H (kpp)e™@=%0) p > pg

H (bl — pol) =4 ™. 7
S° Tikpp) HY (Kppo)e™ =% p < py
(C3)
where
p=lpl; (C4)
and

Po = |P0|, <C5)
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C.1. Evaluation of a Singular Cell

For a singular cell, equation (C2) can be written as

_ il P ¢
f(p) = o | Ho (kvp) ; Jo(kvpo)podpo + Jo(kpp) | Hy (kppo)podpo | -
p
(C6)

Using the properties of Bessel functions and of their Wronskian, one
arrives at

1 iﬂ'aHfl)(k:ba)
k? 2k,
To derive the expressions for a singular cell, which means p = p,. or
p — 0, we make use of the series expansion of Jy(kpp), i.e.,

o0 k
Tokyg) = 3 (-1 B2 (©8)

k=0

flp) = Jo(kup). (C7)

It then follows that

1 iTraHl(l)(kba)

li =+ —" C9
and
ik _
lim V'V f(p) = — = H{" (k)1 (C10)
p—
where
I, = && + 93 (C11)
Finally, for a singular cell,
= 1 iﬂ'kbaHfl)(kzba) = 1 iﬂ'k:baHfl)(k:ba) .
Gp)=—|-1+ ————— | [+ ———F ———22. (C12)
op 4 op 4

C.2. Evaluation of Non-Singular Cells

For non-singular cells, p is always greater than py. Thus, in a
cylindrical coordinate system, one has

1) = S 1 ) [ Tohupo)oodpo. (1)
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Using the integration formula for Bessel functions, one obtains

1) = G i) S (). (C14)

If the origin is not at the center of the cross-section of the cylinder,
we assume that p, is the location of the center. Equation (C14) thus
becomes

ima
£(p) = g, T1(hva) HG (Bl = ) (C15)
Using equation (10), it follows that
flp) = C?y(p, p.), (C16)
where 5
2 = kiajl(kba) (C17)
b

is the geometrical factor of the 2D Green’s function.
By substituting equation (C16) into equation (9), one obtains

G(p) = C*G*(p, p,)- (C18)

This result is analogous to that obtained for the integral of the 3D
Green’s function.

In equation (C17), for a circular cylinder, a is the radius of the
cross-section of the cylinder. For a rectangular cylinder, a is given by
aj

NG

where q; is the side length of the cross-section of the cylinder.

a =

(C19)

APPENDIX D. DERIVATION OF THE EXPLICIT
EXPRESSIONS FOR THE INTEGRAL OF THE DYADIC
GREEN’S FUNCTION OVER A SPHERICAL CELL
FROM THE GENERAL FORMULA

Assume that the sphere has a radius equal to a. According to equation
(E26), only v2 v:, need to be evaluated. All the off-diagonal

S
X Vyy? 2z .
elements are zero for a spherical cell. Because of symmetry, the
S .

3 3 3 3 S S
following relation exists for vz, vy, , V2.
S s  __ S
Vpw = Vyy = Vi (D1)
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According to equation (33),

—|— l/ —I— sz AV f ’l" 7’0 TO)dSO (DQ)
Thus, by combining equations (Dl ) and (D2), one obtains
Vo=V = v = 3V glrratrods. (D)

Equation (D3) can also be written as

1
Vog = Vyy = V3, = 3% Vo - g(r,ro)n(ro)dso. (D4)
In Cartesian coordinates
0 0 0
Vo=—2Z+ —19+ —2%. D5
0 8$0m+ayoy+620z ( )

One of the relations between the orthonormal vectors in Cartesian
coordinates and spherical coordinates is

o = & sin By cos ¢g + Y sin Oy sin @y + 2 cos b, (D6)
and
d 0 d
—— = sin 6 cos QSO —|— sin 0 sin ¢0 + cos g —=—. (D7)
Org oy 0z
By making use of equations (DG) and (D7), one can easily arrive at
d
Vo - g(r,ro)i(ro)dso = ¢ = —(g(r,r0))dso. (D8)
or or 0To
Using equation (Ab), one obtains
0 0 (ikyro — 1)etkero
- = = . D
87"0 [g(’l", TO)] (97“0 [g(TO)] 47T7"(2) ( 9)
Substitution of equation (D9) into equation (D8) yields
_ (tkpa — 1)6“’%‘1 . ikya
b Vo - g(r,ro)n(re)dsy = Toa? A dso = (ikpa — 1)e"™7.
(D10)
Substitution of equation (D10) into equation (D4) yields
1 .
Vo = Vygy = Vs, = g(l — ikya)ekoe, (D11)

By substituting equation (D11) into equation (E26), one arrives at
G'(r)=—|—-1+ 5(1 — ikpa)etr®| T, (D12)
Ob

This last expression is identical to equations (16) and (A12).
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APPENDIX E. DERIVATION OF THE EXPLICIT
EXPRESSIONS OF THE INTEGRAL OF THE DYADIC
GREEN’S FUNCTION OVER A GENERAL
RECTANGULAR BLOCK USING THE GENERAL
FORMULA

Assume a Cartesian coordinate system in which the center of a
rectangular cell is located at (x., yc, zc), the observation point is located
at (x,y, z), and the side lengths of the cell in the z, y, and z directions
are 2a, 2b, and 2¢, respectively. Equation (33) can be written as

G(r) = = [-DIT+T9 - (L) + 1, (1) + L. (r)2)

where

c—b

1 Tet+a  pzetc 2kbRy1 zkbRyQ
by(r) = o~ /z » / dzodxo|, (E3)

1 Teta  [yet 1ksz1 Zk‘sz2
L(r) = — /
a7 |/Tec—a Jyc—b z1

[

dzodyol , (E2)

s

3

|
-
@\

Ye+b zc+0( ZkbRu etkp Ra2

dyodxol , (E4)

1/2

Ryt = [(@ =2 —a)2 + (y = 0)* + (= — 20)?] (E5)
r 9 2 1/2

Ryy = |(z =zt a)” + (y - Y0)* + (2 — z0) ] (E6)
_ 1/2

Ry = |(y—ye =)+ (2 = 20)* + (= — 20)°] (E7)
r 2 2 1/2

Ryp = |(y = ye + 1)+ (2 = 20)* + (= — 20)°] (E8)
r 2 1/2

R = [(z= 2= o)+ (y = y0)* + (x — 20)’] (E9)

and

R.o= [(z —ze+ )2+ (y—wo)? + (z — :UO)Q} 12 , (E10)
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By making use of the general expressions for the gradient and
divergence, equation (E1) can be recast as

_ 1 [=D(7) + vz (7) + vy () + vaa(r)] I —
G(r) = p Ver(P)BE — Uiy ()Y — Via (1) 22 — vypyz— ¢ (E11)
Vyy Y — VyoY2Z — Vg 28 — Voy2Y — V222

where the unit dyad T can be written in terms of three orthonormal
vectors _

I =22 +yy+ 22. (E12)
Accordingly, (F11) can be written as

[—=D(7)+vyy (1) +122(7)| 2T — Vi () BY — Vi (T) T2 —
’I“) = O'_ Vyz@ﬁ: + [_D(T) + ’/a:ac( ) + sz( )]@@ - Vyz@'%_
P Vaat — Vo2 + [~ D(r) + vaa (1) + vy (r)] 22

Ql

(E13)
Using matrix notation,
Tr) = ~
Ob
_D(r)+Vyy(7°)+VZZ(7°) _Vﬂcy(r) _Vacz('r')
—Vya(7) —D(r)+vae(r)+v2z(r) —vy=(7) ;
—Vza(T) —Vay(T) —D(r)+vea(r) +rvyy(r)
(E14)
where

() = aﬁ[z @)

B /yc+b /Zc+c r — x, — a)e a1 (il Ry — 1)
- 47T Ye R3

(x — 25 + a)e™o o2 (i, Ryo —

- )> dZ()dyo] s (E15)

Rm?
vy(r) = 5ol ()]

B /xc—i-a /ZC+C y Yo — b) iky Ry (ikbRyl - 1)
B 47T Te Rgl

_ iky Ry2 (I _
Wt - Wk By )>dzodwo]7 (E16)
R
y2
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Vzz (T) = % [lz (T)]

B 1 /zc-l-a /yc+b (z — 2 — C)eikbRZ1 (ikszl - 1)
47T Te—a Ye—b R§1

— 2z ikyRz2 (1 R, —1
(2= zeto)e - (ikpR.2 )) dyodxol . (E17)
22

Vya(T) = oy [l (7)]

C1 [ et /zc+c(y ) etkoRet (i, Ryy — 1)
4 e—b Jze—c 0 Rfél

eiko Ra2 (ikbRxQ

. D) . (©13)

3
R;UQ

vee(r) = S lle(r)]
% [ Yetb /:ic(z ) (eikbR“(ikszl —1)

b B3
el (Z}%fﬂ - 1)) dzo dyol , (E19)
() = [l (r)]
_ 4i [/:Cm chrc (& — z0) ( zkbRyl(zl%f%yl —1)
B ik Ry2 ;lzgfyz - )) dzodmo] 7 (E20)

vaylr) = a—[z (r)

Teta  pretc ko1 (il Ry — 1
L V / <z—zO><e sl
T |Jre—a Jze—c Ryl

etk B2 (il R0 — 1
_ (Rg y2— 1) dzodzo | |, (E21)
Y2
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0
Va:z(r) = %[ZZ(T‘)]
1 Teta  [yetb el (il Ry — 1)
- = / / (z — z0) 3
m Te—a yc_b Rzl
ek B=2 (ke R0 — 1
_ (R§2 2~ 1) dyodo | (E22)

vye(r) = %[urn

1 Teta  pye+b ethyRz1 (ikszl _ 1)
= /xc_a /y_b (y — vo) I

c

ikpR22 ik -1
e )> dyodﬂﬁo] , (E23)
22

and D(r) is given by equation (30). It can be easily shown that

Vpy = Uy
Vpy = Usg. (E24)
Vys = Usy

Equation (E15) is valid for any observation-point locations.
When r = rog, Ry = Ry2, Ry = Ry, and R;; = R, one
obtains

Vpy = Vgz = Vy, = 0, (E25)
which is identical to the conclusion drawn from Appendix A when
P#q

Therefore, for a singular cell one obtains
= 1
G%(s) = —
()=
L, () () 0 0
0 —1+vs (r)+vs,(r) 0 ,
0 0 1413, (1) + vy (r)
(E26)
where

T S
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b a rc (etkoly(jfy R, — 1)
E E2
Vs, (r) 5 l/ ( 2 dzodxo |, (E28)

s c a b fetkol(ip R —1)

sz<r) - _% [/—a —b< Rg dyOdZ'O ) (E29)

1/2
P I e (E30)

1/2
R, = {62 —i—at%—i—zg} / , (E31)

and

2, 2, . 2]/?

R.=|+af+yd] " (E32)

APPENDIX F. DERIVATION OF THE EXPLICIT
EXPRESSIONS FOR THE INTEGRAL OF THE DYADIC
GREEN’S FUNCTION OVER A GENERAL
RECTANGULAR CELL (RECTANGULAR CYLINDER)

Using vector and tensor analysis techniques, equation (34) can be
written as,

Glp) = Uib {{=D(p)+V - [(p)2+1y (P} -V [Lu(p)a+1,(p)0] } -

(F1)
Assume that the location of the center of the rectangular cell is

P, = T + Yy, (F2)

and that the lengths of the rectangular cells are 2a and 2b in the x and
y directions, respectively. It then follows that

L:(p) = ! [/yyﬁb (HO(I)(kaml) - H(gl)(k‘bpm)) dyo] ;o (F3)

c—b
and Teta
ly(p) = % /mcia (H(()l)(kbpyl) - H(gl)(kbpyl)) dﬂ?o} ;o (F4)
where
por = \/(x —xc — @) + (y — )2, (F5)
par = /(& — ze+ @) + (y — )2, (F6)

i = (4 — e — D)2+ ( — 20)2, (F7)
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and

Py2 = \/(y — Y+ b)2 + ($ - 350)2'

(F8)
Substitution of these last expressions into equation (F1) yields
_ 1 [=D(p) + vyy(p)l2T — vay(p)TY
G(p) = — 1 e(P)9Z +[-D(p) +vea(p)lgy+ o, (F9)
op ~a
[=D(p) + vauz(p) + vyy(p)|22
or, in matrix notation,
= 1
G(p) o
—D(p) + vyy(p) —Vay(p) 0
_Vyx(p) _D(p) + Va:x(p) 0 )
0 0 —D(p) + vaz(p) + vyy(p)
(F10)
where

Vez(P) = o (lz(p))

iy /Mb (z — 2 — a)H{" (kypa1)
4 Y

b Pzl
(x _xc+a)H£1)(kbpx2)1 dy } (F11)
P 0 (>
Vyy(p) = %(ly(p))
_iky {/x%a [(y — ye = bJH{ (ko)
4 Te—a Pyl
(y — ye + b)Hl(l)(kbpy2)‘| dxo} (F12)
Py2 7
and
0

Vay(P) = vy (p) = %(ly(P))

)= H ko pay2) +H koprys) = Ho (oprys)}

(F13)
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where
pagt = /(& — ze — )2 + (y — ye — )2, (F14)
payz = \/ (& — ze — )2 + (y — ye + )2, (F15)
pays = /(& — Te +0)2 + (y — ye + )2, (F16)
and
Pays = /(& — xe +a)2 + (y — ye — )2. (F17)

In equation (F10),

D 1 self cell F18
(p) = 0 otherwise (F18)
For a self-cell, one has
B ) —1+v,,(p) 0 0
Glp) = 0 14240 0 ,
b 0 0 —L+k(p) + ()
F19)
where
. ikpa [ 0 [HY (kopa
m(p)—T"{/_b ' p(b My b (F20)
s ity [ o [H" (kypy)
Vyy(p) = T /—a Py dx ) (F21)
pz =\/a? + 3, (F22)
and
py = /b + 3. (F23)
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