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#### Abstract

We summarize the size parameter range of the applicability of four light-scattering computational methods for nonspherical dielectric particles. These methods include two exact methods - the extended boundary condition method (EBCM) and the invariant imbedding T-matrix method (II-TM) and two approximate approaches - the physical-geometric optics method (PGOM) and the improved geometric optics method (IGOM). For spheroids, the single-scattering properties computed by EBCM and II-TM agree for size parameters up to 150, and the comparison gives us confidence in using IITM as a benchmark for size parameters up to 150 for other geometries (e.g., hexagonal columns) because the applicability of II-TM with respect to particle shape is generic, as demonstrated in our previous studies involving a complex aggregate. This study demonstrates the convergence of the exact II-TM and approximate PGOM solutions for the complete set of single-scattering properties of a nonspherical shape other than spheroids and circular cylinders with particle sizes of $\sim 48 \lambda$ (size parameter $\sim 150$ ), specifically a hexagonal column with a length size parameter of $k L=300$, where $k=2 \pi / \lambda$ and $L$ is the column length. IGOM is also quite accurate except near the exact $180^{\circ}$ backscattering direction. This study demonstrates that a synergetic combination of the numerically-exact II-TM and the approximate PGOM can seamlessly cover the entire size parameter range of practical interest. To demonstrate the applicability of the approach, we compute the optical properties of dust particles and demonstrate a downstream application to the retrieval of dust aerosol optical thickness and effective particle size from satellite polarimetric observations.


## 1. INTRODUCTION

The single-scattering properties of nonspherical dielectric particles, namely the single-scattering albedo, the extinction efficiency, and the scattering phase matrix, are important for applications in many disciplines, including atmospheric and oceanic remote sensing [1-5] and bio-optics [6-8]. For practical applications such as remote sensing of clouds and ocean color, it is necessary to consider the particle size distribution rather than to simply assume a monodisperse particle population (i.e., all the particles in the ensemble are assumed to be of the same size). For this reason, size parameters involved in numerical light scattering computation range from the Rayleigh regime in conjunction with small size particles to

[^0]the geometric optics regime in conjunction with large size particles. Although the research community has expended significant effort on developing numerous methods to compute the optical properties of nonspherical dielectric particles, at present no single method is applicable to particles everywhere in this entire size parameter domain.

With current computational resources, numerical methods for light scattering, such as the finitedifference time-domain (FDTD) method (e.g., [9-14]), the pseudo-spectral time domain (PSTD) method [15, 16], and the discrete dipole approximation (DDA) method (e.g., [17-19]), are usually limited to size parameters smaller than on the order of 50 for practical applications. This is particularly true when the random orientation condition is imposed in the numerical computation, or when repeated simulations are required for a number of particles at multiple wavelengths. However, it is worth noting that PSTD and DDA have been applied to quite large size parameters in special cases, such as applying DDA to an optically tenuous sphere with a size parameter of 160 and an index of refraction of 1.05 [20], and applying PSTD to a sphere with a size parameter of 200 and an index of refraction of $1.312+i 1.489 \times 10^{-9}[21]$. The T-matrix method $[1,22,23]$ is an exact method with the unique ability of averaging the single-scattering properties over random orientations in an analytic form [24]. The T-matrix method has been implemented in terms of the extended boundary condition method (EBCM; e.g., [25-28]), the superposition T-matrix method (STMM; e.g., [29-31]), and the invariant imbedding T-matrix method (II-TM; [32-35]). The EBCM is also referred to as the null-field method [36]. The EBCM is based on electromagnetic surface integral equations and mathematically treats the scattering of light by a particle as a boundary value problem. Unlike EBCM, II-TM stems from an electromagnetic volume integral equation and is numerically implemented as an initial-value problem through an iterative procedure. In terms of solving a differential equation, an initial-value problem is usually easier than a boundary-value problem. In the literature, T-matrix solutions have been reported for some canonical problems involving nonspherical particles with size parameters reaching 150-200, for example, spheroids [33, 37], circular cylinders [38], and hexagonal columns [35], mainly for the phase function and the degree of linear polarization.

The geometric optics method was developed to compute the single-scattering properties of large nonspherical particles (e.g., [39-47]). This method is based on a phenomenological approximation of an electromagnetic wave in terms of a bundle of rays. The conventional geometric optics method computes the scattered field based on the ray-tracing technique. As pointed out by van de Hulst [39], it is not plausible to specify a ray with length $L$ if its cross-sectional dimension is smaller than $\sqrt{L \lambda}$, implying that the ray-tracing technique is not applicable to a particle with a size on the order of the incident wavelength $\lambda$ or smaller. Although it is generally understood that the ray-tracing technique is applicable only to large particles, the lower limit of the applicable size parameter region has not been clearly determined; such a lower limit in fact depends on whether a differential single-scattering property (e.g., the phase function) or an integral single-scattering property (e.g., the extinction efficiency) is of concern. To compute the complete set of the single-scattering properties of a nonspherical particle with the conventional geometric optics method, it is likely that the size parameter needs to be larger than $\sim 200$ for reasonable accuracy $[35,38]$.

Figure 1 schematically depicts the applicable regimes of FDTD, PSTD, DDA, and the conventional geometric optics method for practical applications that may involve an ensemble of randomly oriented particles with various sizes at multiple wavelengths in a wide spectral region. For spheres, the LorenzMie theory $[48,49]$ can be employed to effectively and efficiently compute the complete set of singlescattering properties. As schematically illustrated by Fig. 1, with the current computing resources there is a gap between the FDTD/PSTD/DDA and the conventional geometric optics method from the point of view of practical light-scattering computations.

Physical-geometric optics methods (PGOMs) based on an electromagnetic surface-integral or volume-integral equation to map the near-field to the far-field have been developed to extend the applicability to smaller size parameters that are infeasible with the conventional geometric optics method (e.g., [50]). It should be pointed out that the idea of mapping the near-field computed with geometric optics principles to the far-field can be traced to the work of Muinonen [51] who used a modified Kirchhoff approximation [52]. However, similar to the case of the conventional geometric optics method, in [51] the contributions by diffraction and geometric rays are separated with equal weights for the extinction cross section based on assuming a constant extinction efficiency $\left(Q_{\text {ext }}=2\right)$ regardless of particle size.


Figure 1. Schematic illustration of the applicable size-parameter regimes of FDTD, PSTD, DDA, and the conventional geometric optics method for arbitrary particle shapes. Note that, in the Rayleigh scattering regime, the single-scattering properties can be analytically solved regardless of the particle shape.

Unlike the conventional geometric optics method, PGOM is able to account for the variation of the extinction efficiency as a function of particle size. In the case of a convex particle, Bi et al. [53] and Sun et al. [54] substantially improved the computational efficiency of PGOM by incorporating some computer graphics techniques into a beam-tracing technique for computing the near-field in PGOM.

In this study, we further improve the previous PGOM algorithm and extend it to more complicated particle geometries such as aggregates. Here we first illustrate the convergence of the exact T-matrix method and PGOM for a canonical case of hexagonal columns with size parameters up to $k L=300$. Note that the optical properties of hexagonal ice crystal columns and plates, the basic particle habits in cirrus clouds, have been extensively studied because of their importance in climate studies and remote sensing implementations [2, 3, 5, 55-57]. Furthermore, we also illustrate the convergence of II-TM and PGOM for the case of an ice crystal aggregate under the random orientation condition. The convergence of the two methods implies that a synergetic combination of the two methods can be seamlessly applied to nearly the entire size parameter domain covering the Rayleigh regime to the geometric optics regime. In Section 2, we introduce the exact methods used in the study. Section 3 discusses approximate methods. Numerical results and discussions are presented in Section 4. To illustrate the applicability of the present light-scattering formulations, Section 5 presents the simulations of the single-scattering properties of dust particles for an application to the retrieval of dust optical thickness and effective particle size from spaceborne polarimetric observations. Section 6 summarizes the study.

## 2. EXACT METHODS USED IN THIS STUDY

In the present study, we use the T-matrix approach as a benchmark method to compute the scattering of light by a nonspherical particle. Note that no numerical implementation is actually exact because the infinite series representing the solutions are truncated in some way. Below we briefly describe the physical meaning of the T-matrix and the two specific implementations of the T-matrix method.

### 2.1. A Brief Summary of the T-Matrix Method

Assume a monochromatic plane electromagnetic wave with the electric field vector given by

$$
\begin{equation*}
\mathbf{E}^{i n c}(\vec{r})=\mathbf{E}_{0}^{i n c} \exp (i k \hat{k} \cdot \vec{r}), \tag{1}
\end{equation*}
$$

where $k=2 \pi / \lambda$ is the modified wave number; $\lambda$ is the incident wavelength in the nonabsorbing medium surrounding the scattering particle; $\hat{k}$ denotes a unit vector pointing along the wave propagation direction; $\vec{r}$ is the position vector extending from the origin to the observer; and the time-harmonic
factor $\exp (-i \omega t)$ (with $\omega$ being the angular frequency and $t$ being time) is hereinafter omitted. Note that this choice of the time-dependence of a harmonic wave leads to a non-negative imaginary part of the index of refraction [58]. Upon the interaction of the incident wave and a scattering particle, the scattered electric field vector is given in the form [39, 58, 59]

$$
\begin{align*}
\mathbf{E}^{s c a}(\vec{r}) & =\frac{\exp [i k(r-\hat{k} \cdot \vec{r})]}{-i k r} \mathbf{S}(\hat{r}, \hat{k}) \mathbf{E}^{i n c},  \tag{2a}\\
\mathbf{S}(\hat{r}, \hat{k}) & =\left(\begin{array}{ll}
S_{2} & S_{3} \\
S_{4} & S_{1}
\end{array}\right) \tag{2b}
\end{align*}
$$

where the superscripts "inc" and "sca" denote the incident and scattered fields respectively; the unit vector $\hat{r}$ indicates the scattering direction; and $\mathbf{S}(\hat{r}, \hat{k})$ is the amplitude scattering matrix that is determined by the intrinsic properties of the scattering particle, specifically particle shape, size, and the index of refraction relative to that of the surrounding medium, as well as the scattering configuration (e.g., the azimuthal angle of the scattering plane if the scattering particle does not have axial symmetry about the incident direction). Once the amplitude scattering matrix is obtained, it is straightforward to compute the other single-scattering properties such as the $4 \times 4$ phase matrix. Furthermore, the values of the amplitude scattering matrix elements in the exact forward scattering direction contain extinction information, and such an optical relation is usually referred to as the optical theorem [39].

In the T-matrix method, the incident and the scattered fields are expanded using the vector spherical wave functions (VSWFs) as follows [28, 36, 59]:

$$
\begin{align*}
& \mathbf{E}^{i n c}(\vec{r})=\sum_{n=1}^{\infty} \sum_{m=-n}^{n}\left[a_{m n} \operatorname{RgM}_{n m}(k \vec{r})+b_{m n} \operatorname{Rg} \mathbf{N}_{n m}(k \vec{r})\right],  \tag{3}\\
& \mathbf{E}^{s c a}(\vec{r})=\sum_{n=1}^{\infty} \sum_{m=-n}^{n}\left[p_{m n} \mathbf{M}_{n m}(k \vec{r})+q_{m n} \mathbf{N}_{n m}(k \vec{r})\right], r>r_{c}, \tag{4}
\end{align*}
$$

where $r_{c}$ is the radius of the smallest circumscribing sphere of the scattering particle, as shown in Fig. 2; $\operatorname{RgM}$ and $\operatorname{RgN}$ are regular VSWFs finite at the origin, while $\mathbf{M}$ and $\mathbf{N}$ are outgoing VSWFs proportional to $1 / r$ for large $r$. For practical computation, the expansion series in Eqs. (3) and (4) must be truncated. The transition matrix (T-matrix) links the incident and scattered expansion coefficients in the form

$$
\binom{\mathbf{p}}{\mathbf{q}}=\left(\begin{array}{ll}
\mathbf{T}^{11} & \mathbf{T}^{12}  \tag{5}\\
\mathbf{T}^{21} & \mathbf{T}^{22}
\end{array}\right)\binom{\mathbf{a}}{\mathbf{b}},
$$

where $\mathbf{p}, \mathbf{q}$, $\mathbf{a}$, and $\mathbf{b}$ are the matrix notations of the corresponding expansion coefficients in Eqs. (3) and (4). Compared to the amplitude scattering matrix in Eq. (2), the T-matrix not only contains all single-scattering information [59], that is, the extinction matrix and the phase matrix, but also is independent of the direction of the incident and scattered light. In other words, the T-matrix of a particle is a more intrinsic property than its amplitude scattering matrix. As a milestone in light scattering research, Mishchenko (1991) [24] demonstrated that the T-matrix method provides an analytical approach for averaging the single-scattering properties under the random orientation condition. At present, there are three computationally feasible and efficient approaches to implement the T-matrix method: EBCM [23, 26], II-TM [32-35], and STMM [31], of which the first two will be considered below.

### 2.2. Extended Boundary Condition T-Matrix Method

The EBCM is based on the surface integral equation discussed below. The computation of the T-matrix of a scattering particle in the EBCM is related to the surface integration associated with the particle boundary and the corresponding matrix inversion. When the particle has a large size parameter, or an extreme aspect ratio (the ratio of the minimum characteristic dimension to the maximum characteristic dimension of the particle) implying that the radius of its smallest circumscribing sphere is much larger than the radius of its largest inscribed sphere, the matrix associated with the surface
integration can become ill-conditioned [37]. Consequently, the stability and the convergence rate of the T-matrix computation are substantially degraded as the number of expansion terms in Eqs. (3) and (4) increases. Moreover, the computer CPU cost of the EBCM is significantly affected by the particle morphology. In particular, EBCM is most efficient for homogeneous and layered particles that have rotational symmetries [60], and generally useful for particles with small-to-moderate sizes and with small-to-moderate degrees of nonsphericity or particle aspect ratio. Computations for other geometries (e.g., polyhedral particles) are possible (e.g., [61-63]), which, however, are significantly more involved, particularly for a relatively large size parameter, a significant degree of nonsphericity, or an extreme aspect ratio.

Using the vector Green's theorem, two electromagnetic surface-integral equations for the scattered and incident fields are given in the form $[28,59]$

$$
\begin{align*}
& \mathbf{E}^{s c a}\left(\vec{r}^{\prime}\right)=\oint_{S} d S\left\{i k\left[\hat{n}_{s} \times \mathbf{H}^{i n t}(\vec{r})\right] \cdot \overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right)+\left[\hat{n}_{s} \times \mathbf{E}^{i n t}(\vec{r})\right] \cdot\left[\nabla \times \overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right)\right]\right\}, \vec{r}^{\prime} \in V_{0},  \tag{6}\\
& \mathbf{E}^{i n c}\left(\vec{r}^{\prime}\right)=-\oint_{S} d S\left\{i k\left[\hat{n}_{s} \times \mathbf{H}^{i n t}(\vec{r})\right] \cdot \overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right)+\left[\hat{n}_{s} \times \mathbf{E}^{i n t}(\vec{r})\right] \cdot\left[\nabla \times \overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right)\right]\right\}, \vec{r}^{\prime} \in V_{1}, \tag{7}
\end{align*}
$$

where the particle is assumed to be homogeneous; the superscript "int" denotes the interior fields; $S$ is the particle surface; $V_{1}$ and $V_{0}$ are the volume inside and outside the particle, respectively, as shown in Fig. 2; and $\overleftrightarrow{G}$ is the free space dyadic Green's function [64].


Figure 2. A 2-D schematic diagram illustrating the EBCM T-matrix method. The blue shaded area represents a scattering particle. The red closed curve depicts the surface of the particle $S$. Two dashed circles represent the largest inscribed sphere and the smallest circumscribing sphere of the particle, respectively, with $r_{i}$ and $r_{c}$ being the corresponding radii. $V_{1}$ and $V_{0}$ are the volumes inside and outside the particle, respectively.

Using VSWFs to expand the fields, the above two equations lead to the relation

$$
\begin{equation*}
\binom{\mathbf{p}}{\mathbf{q}}=-\operatorname{Rg} \mathbf{Q}\binom{\mathbf{c}}{\mathbf{d}}, \quad\binom{\mathbf{a}}{\mathbf{b}}=\mathbf{Q}\binom{\mathbf{c}}{\mathbf{d}}, \tag{8}
\end{equation*}
$$

where $(\mathbf{p}, \mathbf{q})^{T},(\mathbf{c}, \mathbf{d})^{T}$, and $(\mathbf{a}, \mathbf{b})^{T}$, where superscript $T$ denotes transpose, are vectors indicating the expansion coefficients of the scattered, interior, and incident fields; the surface integrations are included in $\operatorname{Rg} \mathbf{Q}$ and $\mathbf{Q}$. The explicit expressions of $\operatorname{Rg} \mathbf{Q}$ and $\mathbf{Q}$ are given in $[28,59]$.

From Eq. (8), the T-matrix can be given by

$$
\begin{equation*}
\binom{\mathbf{p}}{\mathbf{q}}=\mathbf{T}\binom{\mathbf{a}}{\mathbf{b}}, \quad \mathbf{T}=-(\operatorname{Rg} \mathbf{Q}) \mathbf{Q}^{-1} . \tag{9}
\end{equation*}
$$

For a particle with mirror symmetry under the random orientation condition, the scattering phase matrix is given in the form [39, 65, 66]:

$$
P(\Theta)=\left(\begin{array}{cccc}
a_{1} & b_{1} & 0 & 0  \tag{10}\\
b_{1} & a_{2} & 0 & 0 \\
0 & 0 & a_{3} & b_{2} \\
0 & 0 & -b_{2} & a_{4}
\end{array}\right),
$$

where $\Theta$ is the scattering angle and is suppressed in the matrix elements. Note that the symmetry relations among the phase matrix elements in the forward and backward scattering directions have been extensively investigated under numerous scenarios [67]. The scattering phase matrix can be analytically given by using the T-matrix of the particle. In particular, the phase function is expanded in terms of the Wigner $d$-functions as:

$$
\begin{equation*}
a_{1}(\Theta)=\sum_{s=0}^{\infty} \alpha_{1}^{s} d_{00}^{s}(\Theta), \tag{11}
\end{equation*}
$$

where the expansion coefficients are analytically computed using the T-matrix. The asymmetry factor is given by

$$
\begin{align*}
g & =\langle\cos \theta\rangle=\frac{1}{2} \int_{0}^{\pi} \alpha_{1}(\theta) \cos \theta \sin \theta d \theta . \\
& =\frac{1}{3} \alpha_{1}^{1} . \tag{12}
\end{align*}
$$

In addition, the extinction and scattering cross-sections in random orientation can be explicitly calculated from T-matrix elements:

$$
\begin{align*}
& \left\langle C_{e x t}\right\rangle=-\frac{2 \pi}{k^{2}} \sum_{n=1}^{\infty} \sum_{m=-n}^{n} \operatorname{Re}\left(T_{m n m n}^{11}+T_{m n m n}^{22}\right),  \tag{13}\\
& \left\langle C_{s c a}\right\rangle=\frac{2 \pi}{k^{2}} \sum_{n=1}^{\infty} \sum_{m=-n}^{n} \sum_{n^{\prime}=1}^{\infty} \sum_{m^{\prime}=-n^{\prime}}^{n^{\prime}}\left[\left|T_{m n m^{\prime} n^{\prime}}^{11}\right|^{2}+\left|T_{m n m^{\prime} n^{\prime}}^{12}\right|^{2}+\left|T_{m n m^{\prime} n^{\prime}}^{21}\right|^{2}+\left|T_{m n m^{\prime} n^{\prime}}^{22}\right|^{2}\right], \tag{14}
\end{align*}
$$

where the symbol $\rangle$ indicates an averaged quantity under the random orientation condition.

### 2.3. Invariant-Imbedding T-Matrix Method

The II-TM method is based on the electromagnetic volume integral equation. The volume integral equation can be written using the dyadic Green's function as follows [59]:

$$
\begin{equation*}
\mathbf{E}(\vec{r})=\mathbf{E}^{i n c}(\vec{r})+k^{2} \iiint_{V}\left[m^{2}\left(\vec{r}^{\prime}\right)-1\right] \overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right) \cdot \mathbf{E}\left(\vec{r}^{\prime}\right) d^{3} \vec{r}^{\prime} \tag{15}
\end{equation*}
$$

where $V$ represents the volume whose refractive index is not the same as that of the surrounding medium; $m$ is the relative refractive index; and the free space dyadic Green's function satisfies the following equation:

$$
\begin{equation*}
\nabla \times \nabla \times \overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right)-k^{2} \stackrel{\leftrightarrow}{G}\left(\vec{r}, \vec{r}^{\prime}\right)=\overleftrightarrow{I} \delta\left(\vec{r}-\vec{r}^{\prime}\right) \tag{16}
\end{equation*}
$$

Here $\overleftrightarrow{I}$ is the unit dyadic, and the dyadic Green's function can also be expanded in terms of the VSWFs [68]. Using Eq. (15) and the invariant-imbedding technique, the T-matrix in II-TM can be formally written as $[32,33,35]$ :

$$
\begin{equation*}
\mathbf{T}\left(r_{n}\right)=\mathbf{Q}_{j j}\left(r_{n}\right)+\left[\mathbf{I}+\mathbf{Q}_{j h}\left(r_{n}\right)\right]\left[\mathbf{I}-\mathbf{T}\left(r_{n-1}\right) \mathbf{Q}_{h h}\left(r_{n}\right)\right]^{-1} \mathbf{T}\left(r_{n-1}\right)\left[\mathbf{I}+\mathbf{Q}_{h j}\left(r_{n}\right)\right], \tag{17}
\end{equation*}
$$

where all $\mathbf{Q}$ terms are super matrices (i.e., each element of $\mathbf{Q}$ is also a matrix) and are related to a spherical shell integration or a solid angle integration, and the matrices only depend on the layer $n$. All
of the $\mathbf{Q}$ terms contain a $U$-matrix element that is the only term dependent on the particle shape and refractive index in the II-TM formulation. An arbitrary element of the $U$-matrix is [35]

$$
\begin{align*}
& U_{i j i^{\prime} j^{\prime}}(r)=\frac{k^{2} r^{2}}{4 \pi} \int_{0}^{2 \pi} d \varphi \int_{0}^{\pi} d \theta \sin \theta e^{-i\left(j-j^{\prime}\right) \varphi}  \tag{18}\\
& \times\left(m^{2}-1\right) K_{i j i^{\prime} j^{\prime} j^{\prime}}(r, \theta, \varphi)
\end{align*}
$$

where $K_{i j i^{\prime} j^{\prime}}$ is a $3 \times 3$ matrix that contains spherical wave functions [35]. The integration in Eq. (18) is on a sphere with radius $r$.

II-TM is implemented by proceeding from the innermost core to the outermost layer. The innermost core is a homogeneous sphere, whose T-matrix is given by the Lorenz-Mie coefficients. The T-matrix of any outer layer $n$ can be computed using the T-matrix of layer $n-1$ and quantities related only to the morphology of layer $n$. When the iteratively computational procedure is completed for the smallest circumscribed sphere, the corresponding solution is the T-matrix for the scattering particle. An illustrative schematic of II-TM is shown in Fig. 3. The physical meaning of Eq. (17) is that the T-matrix in layer $r_{p+1}$ can be obtained using the T-matrix in layer $r_{p}$ and a matrix $Q$ related to the refractive index of layer $r_{p+1}$. The final T-matrix is then recursively obtained.


Figure 3. A 2-D schematic diagram illustrating the II-TM method. The shaded area represents an inhomogeneous scattering particle. The two red closed curves depict the boundaries of two parts of the particle. The two thick dashed circles represent the largest inscribed sphere and the smallest circumscribing sphere of the particle, respectively, with $r_{i}$ and $r_{c}$ being the corresponding radii. The thin dashed circles represent intermediate radii used in the iterative II-TM method; $r_{p}$ and $r_{p+1}$ denote successive radii.

The function on the right-hand-side of Eq. (17) includes integration over an inhomogeneous spherical shell (with a portion occupied by the particle and the remaining portion of the surrounding medium) and matrix inversions. All matrices are well-conditioned in the imbedding process. Moreover, II-TM is exceptionally stable even if the scattering particle has an extreme shape, such as for large size parameters, extreme aspect ratios, or complex morphologies.

## 3. APPROXIMATE METHODS USED IN THIS STUDY

When a nonspherical scattering particle corresponds to a sufficiently large size parameter, the geometric optics method seems to be the only choice in practice. Rigorous ray-tracing involving curved particle surface is quite complicated $[45,46,69,70]$. Here we only consider faceted particles for which all the rays incident on the same surface are coherent. In the near field, the ray-tracing process can be efficiently implemented in terms of a broad-beam tracing technique [53,54]. In the far field, the surface or volume
integral equations (Eqs. (6) and (15)) derived from Maxwell's equations can be employed to map the near field to the far field.

The explicit solution of Eq. (16) is (e.g., [59])

$$
\begin{equation*}
\stackrel{\leftrightarrow}{G}\left(\vec{r}, \vec{r}^{\prime}\right)=\left(\stackrel{I}{I}+\frac{1}{k^{2}} \nabla \otimes \nabla\right) \frac{\exp \left(i k\left|\vec{r}-\vec{r}^{\prime}\right|\right)}{4 \pi\left|\vec{r}-\vec{r}^{\prime}\right|} \tag{19}
\end{equation*}
$$

where ' $\otimes$ ' is the outer product symbol. For two vectors, $\mathbf{A}=\left(a_{1}, a_{2}, a_{3}\right)$ and $\mathbf{B}=\left(b_{1}, b_{2}, b_{3}\right)$, the outer product is defined in the form

$$
\mathbf{A} \otimes \mathbf{B}=\left(\begin{array}{lll}
a_{1} b_{1} & a_{1} b_{2} & a_{1} b_{3}  \tag{20}\\
a_{2} b_{1} & a_{2} b_{2} & a_{2} b_{3} \\
a_{3} b_{1} & a_{3} b_{2} & a_{3} b_{3}
\end{array}\right)
$$

In the far field approximation when $k r \rightarrow \infty$, Eq. (19) can be written as (e.g., [59])

$$
\begin{equation*}
\overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right) \approx(\overleftrightarrow{I}-\hat{r} \otimes \hat{r}) \frac{\exp \left[i k\left(r-\hat{r} \cdot \vec{r}^{\prime}\right)\right]}{4 \pi r} \tag{21}
\end{equation*}
$$

where $r=|\vec{r}|$, and $\hat{r}=\vec{r} / r$. Substituting Eq. (21) into Eqs. (6) and (15), the surface and volume integral equations in the far field can be written as [47, 50,59 and references cited therein]:

$$
\begin{align*}
& \left.\mathbf{E}^{s c a}(\vec{r})\right|_{k r \rightarrow \infty}=\frac{\exp (i k r)}{-i k r} \frac{k^{2}}{4 \pi} \hat{r} \times \oiint_{S}\left\{\hat{n}_{s} \times \mathbf{E}\left(\vec{r}^{\prime}\right)-\hat{r} \times\left[\hat{n}_{s} \times \mathbf{H}\left(\vec{r}^{\prime}\right)\right]\right\} \exp \left(-i k \hat{r} \cdot \vec{r}^{\prime}\right) d^{2} \vec{r}^{\prime},  \tag{22}\\
& \left.\mathbf{E}^{s c a}(\vec{r})\right|_{k r \rightarrow \infty}=\frac{\exp (i k r)}{-i k r} \frac{i k^{3}}{4 \pi} \iiint_{V}\left(1-m^{2}\right)\left[\mathbf{E}\left(\vec{r}^{\prime}\right)-\hat{r} \cdot \mathbf{E}\left(\vec{r}^{\prime}\right)\right] \exp \left(-i k \hat{r} \cdot \vec{r}^{\prime}\right) d^{3} \vec{r}^{\prime} \tag{23}
\end{align*}
$$

Either of the above two equations can be used to obtain the far field once the near electromagnetic field is obtained by the geometric optics method. The near-to-far field mapping uses the surface- or volume-integral equation and accurately represents the approximations of physical optics. The preceding mapping of the near-field to the far-field, an idea originally developed by Yang and Liou [47,50], is the basis of PGOM.

To show the equivalence of Eqs. (22) and (23), we consider Maxwell's equations in Gaussian units for a time-harmonic field in a medium, given by

$$
\begin{align*}
& \nabla \cdot \mathbf{E}(\vec{r})=0,  \tag{24}\\
& \nabla \cdot \mathbf{H}(\vec{r})=0,  \tag{25}\\
& \hline \mathbf{E}(\vec{r})=i \mu_{r} k_{0} \mathbf{H}(\vec{r}), \\
& \mathbf{H}(\vec{r})=-i \varepsilon_{r} k_{0} \mathbf{E}(\vec{r}),
\end{align*}
$$

where $k_{0}$ is the wave number of the field in vacuum, and $\mu_{r}$ and $\varepsilon_{r}$ are the relative permeability and permittivity, respectively. Here light scattering by a non-magnetic dielectric particle in a non-magnetic medium is considered, and thus we can assume $\mu_{r}=1$. Consequently, the modified wave number in the medium is defined as

$$
\begin{equation*}
k=\sqrt{\varepsilon_{r}} k_{0} . \tag{26}
\end{equation*}
$$

The modified wave numbers associated with the scattering medium and the surrounding medium are denoted as $k_{1}$ and $k$, and the corresponding permittivities are denoted as $\varepsilon_{r_{1}}$ and $\varepsilon_{r}$. Using Maxwell's equations and the vector Green's theorem, the surface-integral equation and the volumeintegral equation for the electric field can be rewritten as (e.g., $[28,59,71])$ :

$$
\begin{align*}
& \mathbf{E}(\vec{r})=\mathbf{E}^{i n c}(\vec{r})+\not \oiint_{S} d^{2} \vec{r}^{\prime}\left\{i k_{0}\left[\hat{n}_{s} \times \mathbf{H}\left(\vec{r}^{\prime}\right)\right] \cdot \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)+\left[\hat{n}_{s} \times \mathbf{E}\left(\vec{r}^{\prime}\right)\right] \cdot\left[\nabla^{\prime} \times \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)\right]\right\},  \tag{27}\\
& \mathbf{E}(\vec{r})=\mathbf{E}^{i n c}(\vec{r})+k^{2} \iiint_{V}\left(m^{2}-1\right) \stackrel{\leftrightarrow}{G}\left(\vec{r}, \vec{r}^{\prime}\right) \cdot \mathbf{E}\left(\vec{r}^{\prime}\right) d^{3} \vec{r}^{\prime}, \tag{28}
\end{align*}
$$

where the field point $\vec{r}$ is outside the scattering particle and $m^{2}=\varepsilon_{r_{1}} / \varepsilon_{r}=k_{1}^{2} / k^{2}$.
Starting from the scattering field in the volume-integral equation, Eq. (28),

$$
\begin{equation*}
k^{2} \iiint_{V}\left(m^{2}-1\right) \stackrel{\leftrightarrow}{G}\left(\vec{r}, \vec{r}^{\prime}\right) \cdot \mathbf{E}\left(\vec{r}^{\prime}\right) d^{3} \vec{r}^{\prime}=\iiint_{V}\left(k_{1}^{2}-k^{2}\right) \mathbf{E}\left(\vec{r}^{\prime}\right) \cdot \stackrel{\leftrightarrow}{G}\left(\vec{r}^{\prime}, \vec{r}\right) d^{3} \vec{r}^{\prime} \tag{29}
\end{equation*}
$$

where the symmetry relation $\stackrel{G}{G}^{T}\left(\vec{r}^{\prime}, \vec{r}\right)=\overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right)$ is used. Substituting Eq. (16) into Eq. (29), we obtain

$$
\begin{equation*}
\iiint_{V}\left[k_{1}^{2} \mathbf{E}\left(\vec{r}^{\prime}\right) \cdot \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)-\mathbf{E}\left(\vec{r}^{\prime}\right) \cdot \nabla^{\prime} \times \nabla^{\prime} \times \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)+\mathbf{E}\left(\vec{r}^{\prime}\right) \overleftrightarrow{I} \delta\left(\vec{r}^{\prime}-\vec{r}\right)\right] d^{3} \vec{r}^{\prime} \tag{30}
\end{equation*}
$$

Because $\vec{r}^{\prime}$ and $\vec{r}$ are inside and outside of the scattering medium, respectively, the Dirac delta function term in Eq. (30) vanishes. Combining the two curl functions in Eqs. (24) and (25), we have

$$
\begin{equation*}
\nabla^{\prime} \times \nabla^{\prime} \times \mathbf{E}\left(\vec{r}^{\prime}\right)-k_{1}^{2} \mathbf{E}\left(\vec{r}^{\prime}\right)=0 \tag{31}
\end{equation*}
$$

Substituting Eq. (31) into Eq. (30), we obtain

$$
\begin{equation*}
\iiint_{V}\left[\nabla^{\prime} \times \nabla^{\prime} \times \mathbf{E}\left(\vec{r}^{\prime}\right) \cdot \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)-\mathbf{E}\left(\vec{r}^{\prime}\right) \cdot \nabla^{\prime} \times \nabla^{\prime} \times \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)\right] d^{3} \vec{r}^{\prime} \tag{32}
\end{equation*}
$$

Using the vector Green's theorem, we obtain

$$
\begin{align*}
& \iiint_{V}\left[\nabla^{\prime} \times \nabla^{\prime} \times \mathbf{E}\left(\vec{r}^{\prime}\right) \cdot \stackrel{\leftrightarrow}{G}\left(\vec{r}^{\prime}, \vec{r}\right)-\mathbf{E}\left(\vec{r}^{\prime}\right) \cdot \nabla^{\prime} \times \nabla^{\prime} \times \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)\right] d^{3} \vec{r}^{\prime} \\
= & \oiint_{S} d^{2} \vec{r}^{\prime} \hat{n}_{s} \cdot\left\{\mathbf{E}\left(\vec{r}^{\prime}\right) \times\left[\nabla^{\prime} \times \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)\right]-\overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right) \times\left[\nabla^{\prime} \times \mathbf{E}\left(\vec{r}^{\prime}\right)\right]\right\} \\
= & \oiint_{S} d^{2} \vec{r}^{\prime}\left\{\left[\hat{n}_{s} \times \mathbf{E}\left(\vec{r}^{\prime}\right)\right] \cdot\left[\nabla^{\prime} \times \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)\right]+\hat{n}_{s} \times\left[\nabla^{\prime} \times \mathbf{E}\left(\vec{r}^{\prime}\right)\right] \cdot \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)\right\} \\
= & \oiint_{S} d^{2} \vec{r}^{\prime}\left\{i k_{0}\left[\hat{n}_{s} \times \mathbf{H}\left(\vec{r}^{\prime}\right)\right] \cdot \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)+\left[\hat{n}_{s} \times \mathbf{E}\left(\vec{r}^{\prime}\right)\right] \cdot\left[\nabla^{\prime} \times \overleftrightarrow{G}\left(\vec{r}^{\prime}, \vec{r}\right)\right]\right\} \tag{33}
\end{align*}
$$

in which the curl equation in Eq. (24) is used for the last step of the derivation. Thus, the volume-integral equation and the surface-integral equation are proven to be equivalent.

The integrals over surface $S$ or volume $V$ in Eqs. (22) and (23) can be decomposed into surface or volume elements based on the order of a geometric optical ray, for example, external reflection, refraction without internal reflection, refraction with one internal reflection, and so on. These element integrals can be analytically obtained for a faceted particle. However, when a beam is incident on multiple facets in the next scattering order, a beam-splitting algorithm is necessary to ensure that each split beam is only incident on a specific facet. The beam-splitting process is accomplished using a computer graphics technique. The technique ensures the most efficient splitting so that the beam number is significantly reduced [54].

In previous studies [53, 54], the ray-tracing and beam clipping techniques are applied only to single convex faceted particles. In the current study, we extend the technique to deal with concave faceted particles. For concave particles, we trace not only the beams within the particle but also the beams propagating outside the particle, because the beams may re-enter the particle. In the implementation of the ray-tracing process, it is necessary to determine if the beam would propagate to a specific facet, and if the beam is blocked by other parts of the particle. A beam may propagate to more than one facet, so we need to split the beam into several sub-beams.

We develop a beam splitting algorithm illustrated in Fig. 4 to find the facets that a beam propagates to, and the shape of each sub-beam. To determine if a beam impinges on a facet, the first step is to determine if the beam intersects with a plane coinciding with the facet. If the beam intersects with the plane, we obtain the 2D projections of the beam and the facet on the aforesaid plane. The two projections are two polygons. Then we determine if the two polygons intersect with each other. If their projections intersect, the beam can impinge on the facet. However, because the particle may be concave, the propagation route may be blocked by facets of the particle, as illustrated in Fig. 5. Furthermore, it is necessary to determine if the beam impinges on other facets before reaching the targeted facet. If this is the case, the blocked portion of the beam is not further considered.


Figure 4. Flowchart of beam splitting process.


Figure 5. An illustration of beam splitting among different parts of a particle. In this illustration, the facet facing the beam on Part 2 is the targeted facet. Part of the beam is blocked by Part 1. The dashed frames show the shapes of the propagating beam, if it does not encounter any obstacles.

Next, we use a polygon-clipping algorithm to obtain the overlapping polygon of the projections of the facet and the beam, and transfer the overlapping polygon to a 3D polygon on the plane coinciding with the facet. The overlapping 3D polygon is the sub-beam from the original beam impinging on the facet. To effectively implement the beam splitting algorithm mentioned above, an efficient 2-D polygon-clipping algorithm is necessary. Here we adopt the Weiler-Atherton algorithm [72] used in [54] to implement clipping between two polygons.

Particle extinction, scattering, and absorption efficiencies are three important parameters to measure the scattering properties of a particle. To obtain the three parameters, it is necessary to know the projected area of the particle in addition to the extinction, scattering, and absorption cross sections. The projection of a convex particle is a convex polygon and it is straightforward to compute its area. The random orientation-averaged projected area is a quarter of its surface area [73, 74]. However, the projection of a concave particle may or may not be a concave polygon. Its random-orientation-averaged projected area is computed by numerically averaging projected areas for many different orientations. In a previous study [75], a Monte Carlo method was developed to compute the projected area of a concave particle in a specific orientation. Here we develop an analytical method to compute the projected area of a concave particle, which is presented in detail in the appendix.

The analytical volume element integral expressions have been given in [53,54]. Here we present an expression of the surface element integral. In Eq. (22), the electric field $\mathbf{E}$ and magnetic field $\mathbf{H}$ in Gaussian units are related by

$$
\begin{equation*}
\mathbf{H}=\hat{e} \times \mathbf{E}, \tag{34}
\end{equation*}
$$

where $\hat{e}$ is the propagation direction. Thus, we only need to consider the electric field in the ray-tracing process. We can separate the transverse electric field into two orthogonal polarization directions. One is perpendicular to the scattering plane ( $\beta$ direction) and the other is in the scattering plane ( $\alpha$ direction). The incident, scattered, and near electric fields can be written as

$$
\begin{align*}
\mathbf{E}^{s c a} & =E_{\alpha}^{s c a} \hat{\alpha}^{s c a}+E_{\beta}^{s c a} \hat{\beta}^{s c a},  \tag{35a}\\
\mathbf{E}^{i n c} & =E_{\alpha}^{i n c} \hat{\alpha}^{i n c}+E_{\beta}^{i n c} \hat{\beta}^{i n c},  \tag{35b}\\
\mathbf{E}_{p} & =E_{p, \alpha} \hat{\alpha}_{p}+E_{p, \beta} \hat{\beta}_{p}, \tag{35c}
\end{align*}
$$

where the subscript $p$ represents the reflection order in the ray-tracing process. Substituting Eq. (35) into Eq. (22) and using the relation

$$
\begin{equation*}
\hat{r}=\hat{\beta}^{s c a} \times \hat{\alpha}^{s c a}, \tag{36}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\binom{E_{\alpha}^{s c a}(\hat{r})}{E_{\beta}^{s c a}(\hat{r})}=\frac{i k \exp (i k r)}{4 \pi r} \sum_{p=1}^{\infty} \iint_{S_{p}} \mathbf{L}_{p}\binom{E_{p, \alpha}\left(\vec{r}^{\prime}\right)}{E_{p, \beta}\left(\vec{r}^{\prime}\right)} \exp \left(-i k \hat{r} \cdot \vec{r}^{\prime}\right) d^{2} \vec{r}^{\prime}, \tag{37}
\end{equation*}
$$

in which matrix $\mathbf{L}_{p}$ describes the transformation of the electric field reference frame from the $p$ th-order reflection/refraction plane to the incident-scattering plane, and is defined as

$$
\mathbf{L}_{p}=\left(\begin{array}{cc}
\hat{n}_{s, p} \cdot\left(\hat{\alpha}_{p} \times \hat{\beta}^{s c a}-\hat{\beta}_{p} \times \hat{\alpha}^{s c a}\right) & \hat{n}_{s, p} \cdot\left(\hat{\beta}_{p} \times \hat{\beta}^{s c a}+\hat{\alpha}_{p} \times \hat{\alpha}^{s c a}\right)  \tag{38}\\
-\hat{n}_{s, p} \cdot\left(\hat{\beta}_{p} \times \hat{\beta}^{s c a}+\hat{\alpha}_{p} \times \hat{\alpha}^{\mathrm{sca}}\right) & \hat{n}_{s, p} \cdot\left(\hat{\alpha}_{p} \times \hat{\beta}^{s c a}-\hat{\beta}_{p} \times \hat{\alpha}^{s c a}\right)
\end{array}\right),
$$

in which $\hat{n}_{s, p}$ denotes the normal direction for the $p$-th order beam. Eq. (37) suggests that the far field is the sum of the surface integrals of all orders of rays on the outer surface of the particle including the incident field, externally reflected field, and refracted field emerging from the particle. The incident, externally reflected, and refracted fields can be written as

$$
\begin{align*}
& \binom{E_{\alpha, 1}^{i}}{E_{\beta, 1}^{i}}=\mathbf{U}_{1}^{i}\binom{E_{\alpha}^{i n c}}{E_{\beta}^{i n c}} \exp \left(i k \delta_{1,1}\right),  \tag{39a}\\
& \binom{E_{\alpha, 1}^{R}}{E_{\beta, 1}^{R}}=\mathbf{U}_{1}^{R}\binom{E_{\alpha}^{i n c}}{E_{\beta}^{i n c}} \exp \left(i k \delta_{1,1}\right), \tag{39b}
\end{align*}
$$

$$
\binom{E_{p, \alpha}\left(\vec{r}^{\prime}\right)}{E_{p, \beta}\left(\vec{r}^{\prime}\right)}=\mathbf{U}_{p}^{T}\binom{E_{\alpha}^{i n c}}{E_{\beta}^{i n c}} \exp \left[i k\left(N_{r} \hat{e}_{p} \cdot \vec{w}_{p}+\delta_{p, 1}\right)\right] \exp \left[-k\left(N_{i} \vec{A}_{p} \cdot \vec{w}_{p}+d_{p, 1}\right)\right], p \geq 2,(39 \mathrm{c})
$$

in which the $\mathbf{U}$ matrices represent refraction and reflection processes, and related coordinate transformations. $\mathbf{U}_{1}^{i}$ is for the incident field, $\mathbf{U}_{1}^{R}$ is for the externally reflected field, and $\mathbf{U}_{p}^{T}$ describes the refracted field. The explicit forms of these matrices are given in [47]. $N$ is the effective refractive index $N_{r}+i N_{i}[76], \delta_{p, 1}$ and $d_{p, 1}$ are the phase and attenuation factor of the $p$-th order beam at the first vertex respectively, $\vec{w}_{p}$ is a position vector on the $p$-th beam facet starting from the first vertex, and $\hat{e}_{p}$ and $\vec{A}_{p}$ are perpendicular to the constant phase and constant amplitude plane of the beam respectively. The recursion relations of the quantities are given in $[53,54]$.

Substituting Eq. (39) into Eq. (37), we obtain

$$
\begin{equation*}
\binom{E_{\alpha}^{s c a}(\hat{r})}{E_{\beta}^{s c a}(\hat{r})}=\frac{\exp (i k r)}{-i k r} \sum_{p=1}^{\infty} \mathbf{L}_{p} \mathbf{U}_{p} \exp \left(i k \delta_{p, 1}-k d_{p, 1}\right) D_{p}\binom{E_{\alpha}^{i n c}}{E_{\beta}^{i n c}} \tag{40}
\end{equation*}
$$

in which $D_{p}$ is given by

$$
\begin{equation*}
D_{p}=\exp \left(-i k \hat{r} \cdot \vec{r}_{p, 1}\right) \frac{k^{2}}{4 \pi} \iint_{s_{p}} \exp \left[i k\left(N_{r} \hat{e}_{p}-\hat{r}+i N_{i} \vec{A}_{p}\right) \cdot \vec{w}_{p}\right] d^{2} \vec{w}_{p} \tag{41}
\end{equation*}
$$

where the surface integration area $s_{p}$ is the beam facet. The analytical form of the $D_{p}$ integral is

$$
\begin{align*}
D_{p}= & \exp \left(-i k \hat{r} \cdot \vec{r}_{p, 1}\right) \frac{k^{2}}{4 \pi} \sum_{j=1}^{n_{v}} \frac{\left(N_{r} \hat{e}_{p}-\hat{r}+i N_{i} \vec{A}_{p}\right) \times \hat{n}_{p} \cdot\left(\vec{r}_{p, j+1}-\vec{r}_{p, j}\right)}{\left|N_{r} \hat{e}_{p}-\hat{r}+i N_{i} \vec{A}_{p}\right|^{2}-\left[\left(N_{r} \hat{e}_{p}-\hat{r}+i N_{i} \vec{A}_{p}\right) \cdot \hat{n}_{p}\right]^{2}} \\
& \times \frac{\exp \left[i k\left(N_{r} \hat{e}_{p}-\hat{r}+i N_{i} \vec{A}_{p}\right) \cdot\left(\vec{r}_{p, j+1}-\vec{r}_{p, 1}\right)\right]-\exp \left[i k\left(N_{r} \hat{e}_{p}-\hat{r}+i N_{i} \vec{A}_{p}\right) \cdot\left(\vec{r}_{p, j}-\vec{r}_{p, 1}\right)\right]}{i k\left(N_{r} \hat{e}_{p}-\hat{r}+i N_{i} \vec{A}_{p}\right) \cdot\left(\vec{r}_{p, j+1}-\vec{r}_{p, j}\right)} \tag{42}
\end{align*}
$$

in which $n_{v}$ is the number of vertices of the beam facet.
Comparing Eq. (40) and Eq. (2), we obtain the amplitude scattering matrix within the PGOM framework in the form

$$
\begin{equation*}
\mathbf{S}=\left(\mathbf{L}^{i} \mathbf{U}_{1}+\mathbf{L}_{1} \mathbf{U}_{1}^{R}\right) \Gamma \exp \left(i k \delta_{1,1}\right) D_{1}+\sum_{p=2}^{\infty} \mathbf{L}_{p} \mathbf{U}_{p}^{T} \Gamma \exp \left(i k \delta_{p, 1}-k d_{p, 1}\right) D_{p} \tag{43}
\end{equation*}
$$

in which matrix $\Gamma$ describes the electric field reference plane transformation from the incident plane to the scattering plane. The first term on the right-hand side of Eq. (43) represents the contributions from diffraction and external reflection. The second term represents the contributions from the first order refraction and higher order refractions after internal reflections.

The surface integral equation, Eq. (22), indicates that the electromagnetic field considered in the computation is on a closed and connected surface outside the particle. For a convex particle, the closed and connected surface can be the surface of the particle. The surface of a concave particle may not be closed or connected. We thus define a rectangular box enclosing the particle as shown in Fig. 6, and only consider the electromagnetic field on the rectangular faces when computing Eq. (43). The box is fixed relative to the particle, that is, the box and the particle rotate together when different orientations of the particle with respect to the incident direction are considered. To minimize errors when tracing beams on the box surface (note that the accuracy of defining a beam degrades with an increase in its propagation distance), the six faces of the box are set to be as close as possible to the particle but do not intersect with the particle.

The scattered field is the sum of the diffracted field, and the field reflected and refracted by the particle. In addition to the contributions by reflection and refraction, the field on the projected area (i.e., the shadow of the particle) on the enclosing box contains an extra term referred to as the compensating field [77], given by

$$
\begin{equation*}
\vec{E}_{c}(\stackrel{\rightharpoonup}{r})=-\vec{E}_{i}(\stackrel{\rightharpoonup}{r}), \quad \stackrel{\rightharpoonup}{r} \in \text { the particle shadow, } \tag{44}
\end{equation*}
$$

where the subscripts $c$ and $i$ indicate the compensating and incident fields, respectively. The compensating field leads to a diffracted field in the far-field zone, which is not exactly the same as the diffraction by the particle [78]. Only when the boundary of the illuminated portion of the particle is on the same plane perpendicular to the incident direction, are the diffractions by the particle and the counterpart associated with the compensating field equivalent [78]. For the reflected and refracted fields, the integration areas are the beam projections on the rectangle surface in Fig. 6. Although the diffracted field is not exactly the diffraction of the particle, the total scattered field mapped from the near-field counterpart on the box surfaces is the correct scattered field, because the computation is consistent with the surface integral equation, Eq. (22).


Figure 6. Illustration of surface-integral equation computational region.

## 4. NUMERICAL RESULTS AND DISCUSSION

### 4.1. Comparison between II-TM and EBCM for a Size Parameter of $\mathbf{1 5 0}$

Bi et al. [33] compared the two exact methods, EBCM and II-TM, for spheroids with size parameters less than 100 . To use II-TM as a benchmark for particles with large size parameters and a more complicated particle geometry, here we will first compare EBCM with the computational program developed by Mishchenko and Travis [26] and the II-TM computational program reported in [33, 35] for computing the scattering properties of a randomly oriented prolate spheroid with an aspect ratio of 1.5 (the ratio of major axis to minor axis). The major axis of the spheroid corresponds to size parameter 150.

Table 1 lists the extinction efficiency $\left(Q_{e}\right)$, single-scattering albedo (SSA), and asymmetry factor ( $g$ ) computed by II-TM and EBCM. The refractive indices used in the computations are $1.308+i 1.43 \times 10^{-9}$ and $1.2762+i 0.4133$, corresponding to ice refractive indices at wavelengths $0.65 \mu \mathrm{~m}$ and $12 \mu \mathrm{~m}$, respectively. As can be seen from Table 1, the II-TM results are consistent with the EBCM results to 3 or 4 significant digits.

Figures 7 and 8 show the scattering phase matrix elements of the spheroid computed by II-TM and EBCM. In Fig. 7, the prolate spheroid has refractive index $1.308+i 1.43 \times 10^{-9}$ (the $0.65 \mu \mathrm{~m}$ visible wavelength case). The II-TM and EBCM solutions for the nonzero phase matrix elements are nearly identical. Because the particle is almost nonabsorbing, its phase matrix displays oscillations. Only minor differences between the II-TM and EBCM results can be seen in these oscillations. In Fig. 8, the refractive index is $1.2762+i 0.4133$ (the $12.0 \mu \mathrm{~m}$ infrared wavelength case) where the particle is strongly absorptive. The phase matrix is much smoother than in the nonabsorptive case. The difference between II-TM and EBCM results is hardly seen in Fig. 8.

Table 1. Comparison of $Q_{e}, S S A$, and $g$ computed by II-TM and EBCM for randomly oriented prolate spheroids with aspect ratio 1.5 and major axis size parameter 150 .

|  | $Q_{e}$ | $S S A$ | $g$ | $Q_{e}$ | $S S A$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(0.65 \mu \mathrm{~m})$ | $(0.65 \mu \mathrm{~m})$ | $(0.65 \mu \mathrm{~m})$ | $(12 \mu \mathrm{~m})$ | $(12 \mu \mathrm{~m})$ | $(12 \mu \mathrm{~m})$ |
| II-TM | 2.0917 | 0.9999 | 0.8514 | 2.0744 | 0.5512 | 0.9444 |
| EBCM | 2.0925 | 0.9998 | 0.8514 | 2.0745 | 0.5516 | 0.9437 |



Figure 7. Comparison of the phase matrix elements computed by EBCM and II-TM. The particle is a prolate spheroid with aspect ratio ( $c / a$ ) 1.5. The major axis size parameter is 150 . The refractive index is $1.308+i 1.43 \times 10^{-9}$, which is the ice refractive index at wavelength $0.65 \mu \mathrm{~m}$. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ}$.

Previous studies have comprehensively tested the accuracy and convergence of EBCM in computing the single-scattering properties of spheroidal particles (e.g., [37]). Our validation shows excellent consistency between II-TM and EBCM even for size parameters up to 150 . This gives us confidence in using II-TM as a benchmark to compare with the approximate geometric-optics methods. It is worth noting that, in principle, numerical implementation of II-TM has no preferential particle geometry except that the computational speed of II-TM for axially symmetric particles is much faster than for nonsymmetric particles. Furthermore, Bi and Yang [35] show excellent agreement between II-TM and DDA phase matrix elements for randomly oriented complex aggregates consisting of ice columns.

### 4.2. PGOM and II-TM Comparison

Equations (29)-(33) prove that the electromagnetic surface and volume integral equations are equivalent. Here we compare PGOM computations based on both surface and volume integral equations. Figs. 9 and 10 show a comparison between the scattering phase matrices computed by the surface-integral PGOM (PGOMS) and the volume-integral PGOM (PGOMV). The scattering particle is a hexagonal ice column with a unit aspect ratio $(2 a / L=1)$. As shown in Fig. 9, the hexagonal column aspect ratio is defined as $2 a / L$ where $a$ is the side length of the hexagon, and $L$ is the height of the column. The size parameter $(k L)$ in the calculations is 300 . Figs. 9 and 10 show the scattering phase matrices at wavelengths $0.65 \mu \mathrm{~m}$ and $12 \mu \mathrm{~m}$, respectively. The PGOMS and PGOMV results are consistent.

Both theory and numerical results suggest that PGOMS and PGOMV are equivalent. Thus, we do not include PGOMV in later comparisons between the approximate methods and II-TM.


Figure 8. Comparison of the phase matrix elements computed by EBCM and II-TM. The particle is a prolate spheroid with aspect ratio ( $c / a$ ) 1.5. The major axis size parameter is 150 . The refractive index is $1.2762+i 0.4133$, which is the ice refractive index at wavelength $12 \mu \mathrm{~m}$. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ}$.


Figure 9. Comparison of the phase matrix elements computed by PGOMS and PGOMV. The particle is a hexagonal column with aspect ratio 1 . The size parameter is 300 . The refractive index is $1.308+i 1.43 \times 10^{-9}$, the ice refractive index at wavelength $0.65 \mu \mathrm{~m}$. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ}$.


Figure 10. Comparison of the phase matrix elements computed by PGOMS and PGOMV. The particle is a hexagonal column with aspect ratio 1 . The size parameter is 300 . The refractive index is $1.2762+i 0.4133$, the ice refractive index at $12 \mu \mathrm{~m}$ wavelength. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ}$.


Figure 11. Extinction efficiency $\left(Q_{e}\right)$, singlescattering albedo ( $S S A$ ), and asymmetry factor $(g)$ computed by II-TM and PGOMS. The particle is a hexagonal column with aspect ratio 1 . The refractive index is $1.308+i 1.43 \times 10^{-9}$, which is the ice refractive index at $0.65 \mu \mathrm{~m}$ wavelength.


Figure 12. Extinction efficiency $\left(Q_{e}\right)$, singlescattering albedo (SSA), and asymmetry factor $(g)$ computed by II-TM and PGOMS. The particle is a hexagonal column with aspect ratio 1 . The refractive index is $1.2762+i 0.4133$, which is the ice refractive index at $12 \mu \mathrm{~m}$ wavelength.

Figures 11 and 12 show the $Q_{e}, S S A$, and $g$ for various size parameters computed by II-TM and PGOMS. II-TM is used for size parameter up to $k L=300$ and PGOMS is used for size parameters larger than 100. In the overlap range and especially at a connection point of $k L=300$, the two methods converge. The differences are insignificant in Figs. 11 and 12. The oscillation features of $Q_{e}$
and $g$ at a visible wavelength (Fig. 11) are clearly captured by both methods. $Q_{e}$ converges to 2 at both wavelengths with increasing size parameter (Figs. 11 and 12).

Figures 13 and 14 show the scattering phase matrices of the hexagonal column computed by IITM and PGOMS. The particle size parameters are $k L=100,200$, and 300 . As the size parameter increases, the PGOMS results tend to become closer to the II-TM results. This implies that the geometric optics approximation is better for larger size parameters. In Fig. 13, the particle is nearly nonabsorbing. PGOMS accurately captures the oscillation features for size parameters larger than $k L=200$. Specifically, the $P_{11}$ and $P_{12} / P_{11}$ elements computed by PGOMS are essentially identical to the II-TM results. All the nonzero elements in backscattering directions (close to $180^{\circ}$ ) computed by PGOMS are consistent with the II-TM results. Accurate simulation of $P_{11}$ and $P_{12}$ elements is critical

(a)



(b)

(c)

Figure 13. Comparison of the phase matrix elements computed by PGOMS and II-TM. The particle is a hexagonal column with aspect ratio 1 . The refractive index is $1.308+i 1.43 \times 10^{-9}$, which is the ice refractive index at $0.65 \mu \mathrm{~m}$ wavelength. The inset plots show the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ}$. (a) Size parameter $k L=100$; (b) size parameter $k L=200$; (c) size parameter $k L=300$.
to remote sensing using a polarimeter, and accurate backscattering calculations will benefit lidar remote sensing. In Fig. 14 the particle is strongly absorptive. The phase matrix is featureless compared to nonabsorbing particles. The consistency of II-TM and PGOMS is also shown in Fig. 14.

(a)


Figure 14. Comparison of the phase matrix elements computed by PGOMS and II-TM. The particle is a hexagonal column with aspect ratio 1 . The refractive index is $1.2762+i 0.4133$ the ice refractive index at $12 \mu \mathrm{~m}$ wavelength. The inset plots show the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ}$. (a) Size parameter $k L=100$; (b) size parameter $k L=200$; (c) size parameter $k L=300$.

### 4.3. IGOM and II-TM Comparison

This subsection compares II-TM and the improved geometric optics method (IGOM), which is a simplified form of PGOMS, developed by Yang and Liou [47]. The IGOM version used here is based on the surface-integral equation, but the wave interference is not fully considered. Instead, the rayspreading effect is taken into account by the intensity mapping technique detailed in [47]. Compared


Figure 15. Comparison of the phase matrix elements computed by IGOM and II-TM. The particle is a hexagonal column with aspect ratio 1 . The size parameter is 300 . The refractive index is $1.308+i 1.43 \times 10^{-9}$, the ice refractive index at $0.65 \mu \mathrm{~m}$ wavelength. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ}$.
with PGOM, IGOM contains more approximations to reduce its demand on computational resources. Figs. 15 and 16 show the scattering phase matrices of the hexagonal column computed by IGOM and IITM. In Fig. 15, the nearly nonabsorbing case, IGOM captures overall features of the phase matrix such as halo peaks. However, IGOM smooths out the oscillations that are clearly shown in the II-TM results. In addition, substantial errors of the IGOM solution are found in the phase function in backscattering directions ( $178^{\circ}-180^{\circ}$ ). In Fig. 16, the strongly absorbing case, IGOM is as good as PGOM. For a strongly absorbing particle, most scattering information comes from diffraction and external reflection processes that are accurately computed in both PGOM and IGOM. Therefore, PGOM is a better choice to accurately compute the single-scattering properties of large particles.

### 4.4. Application to Particle Aggregates

The previous subsections present the comparisons among II-TM, PGOM, and IGOM for convex particle scattering calculations. Ishimoto et al. [79] use FDTD and geometric optics methods to model the optical properties of ice aggregates. Here we demonstrate the applications of II-TM, PGOM, and IGOM to the computation of the single-scattering properties of aggregates.

As mentioned in Section 3, for a concave particle, mapping the near field to the far field should be implemented on a closed and connected surface enclosing the particle. In this study, we use a rectangular box to enclose the particle, and map the near field on the box. To validate the approach, we first try a convex particle (e.g., hexagonal column). Fig. 17 shows the comparison of phase matrix computations by PGOMS with two different mapping schemes. One scheme maps the near field on the particle surface, the same mapping as in Subsection 4.2 (Figs. 9 and 10). Another scheme maps the near field on the enclosing box. The result suggests that the box surface mapping scheme is consistent with the particle surface mapping scheme. Only slight differences can be seen in some small features in Fig. 17. In later contexts, when PGOMS is applied to a concave particle, the box surface mapping scheme is used.

Figure 18 shows the phase matrix of an aggregate of 4 hexagonal columns computed by II-TM and PGOMS. In this aggregate, all the 4 elements have aspect ratio 1 . The size parameter is 180


Figure 16. Comparison of the phase matrix elements computed by IGOM and II-TM. The particle is a hexagonal column with aspect ratio 1. The size parameter is 300 . The refractive index is $1.2762+i 0.4133$, which is the ice refractive index at $12 \mu \mathrm{~m}$ wavelength. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ}$.


Figure 17. Comparison of the phase matrix elements computed by two setups of PGOMS, mapping the near field on a box surface enclosing the particle (PGOMS (box surface)), or mapping the near field on the particle surface (PGOMS (particle surface)). The particle is a hexagonal column with aspect ratio 1 . The size parameter is 300 . The refractive index is $1.308+i 1.43 \times 10^{-9}$, which is the ice refractive index at wavelength $0.65 \mu \mathrm{~m}$. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ}$.


Figure 18. Comparison of the phase matrix elements computed by PGOMS and II-TM. The particle is a 4 -hexagonal column aggregate. All the aggregate elements have aspect ratio 1 . The refractive index is $1.308+i 1.43 \times 10^{-9}$, which is the ice refractive index at $0.65 \mu \mathrm{~m}$ wavelength. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ} . D$ is the maximum dimension of the particle. The size parameter ( $k D$ ) is 180 .


Figure 19. Comparison of the phase matrix elements computed by IGOM and II-TM. The particle is a 4 -hexagonal column aggregate. All the aggregate elements have aspect ratios 1 . The refractive index is $1.308+i 1.43 \times 10^{-9}$, which is the ice refractive index at $0.65 \mu \mathrm{~m}$ wavelength. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ} . D$ is the maximum dimension of the particle. The size parameter ( $k D$ ) is 180 .
and is defined by its maximum dimension. In general, the II-TM and PGOMS results are consistent. The PGOMS errors are attributed to the inherent inaccuracy associated with the geometric optics approximation. Although the maximum dimension size parameter is 180, some of the morphologic features of the particle correspond to size parameters much smaller than 180. The geometric optics approximation is not sufficiently accurate for characterizing these small features.

Figure 19 shows the phase matrix of the same 4-hexagonal column aggregate computed by II-TM


Figure 20. Comparison of the phase matrix elements computed by IGOM and II-TM. The particle is an 8 -hexagonal column aggregate. The refractive index is $1.308+i 1.43 \times 10^{-9}$, the ice refractive index at $0.65 \mu \mathrm{~m}$ wavelength. The inset plot shows the $P_{11}$ element for scattering angles $170^{\circ}-180^{\circ} . D$ is the maximum dimension of the particle. The size parameter $(k D)$ is 1000 .


Figure 21. Schematic illustration of the overlapped applicable size-parameter regime of II-TM and PGOM.
and IGOM. Obviously, IGOM has worse performance than PGOMS, particularly in the backscattering directions. Fig. 20 shows the phase matrix of an aggregate of 8 hexagonal columns as defined in [80]. The size parameter is 1000 , where the geometric optics approximation is highly accurate. The PGOMS and IGOM results are overall consistent except for the backscattering directions. This suggests that the two different geometric optics methods converge at large size parameters.

From the above numerical results, we see good agreement between II-TM and PGOM for large size parameters. The convergence of the exact method and approximate method is obtained. The single-scattering properties computed at the upper limit of the exact method and the lower limit of the approximate method are almost overlapping. Connecting the two methods at a size parameter of approximately 150 , we are able to accurately model particle scattering properties ranging from the Rayleigh to the geometric optics regimes as shown in Fig. 21 (size parameters 0.1 to 2000 in this study).

## 5. APPLICATION TO REMOTE SENSING

To illustrate the application of a combination of II-TM and PGOM for practical light-scattering calculations, here we consider the single-scattering of airborne dust aerosol particles that are exclusively nonspherical. It is not realistically feasible to account for the extremely complex morphologies of natural dust particles in light scattering computations used by remote sensing implementations and radiative transfer simulations. Following Bi et al. [81], we consider the single-scattering properties of an ensemble of randomly distorted hexahedra as the surrogates for the realistic dust particles. In simple terms, a hexahedron is distorted by tilting each face by a random angle, so the distorted hexahedron still has six flat faces, but they are not rectangular and opposite faces are not parallel. As an example, consider the top facet of a regular hexahedron shown in Fig. 22 as an example. Following Yang and Liou [82], the facet is randomly tilted around its center point with the following two angles:

$$
\begin{align*}
\varphi_{\text {face }} & =2 \pi \xi_{1},  \tag{45a}\\
\theta_{\text {face }} & =\cos ^{-1}\left[1 /\left(1-\sigma^{2} \ln \xi_{2}\right)\right], \tag{45b}
\end{align*}
$$

where $\xi_{1}$ and $\xi_{2}$ are two random numbers with a uniform probability distribution in $(0,1)$, and $\varphi$ rotation is carried out first. $\sigma$ is a parameter indicating the degree of random tilting. As $\sigma$ becomes larger, the more distorted the particle is in comparison with a regular hexahedron. The above equations imply that the slopes of the tilted facet along two orthogonal directions (the relative coordinates are denoted as $\eta$ and $\zeta$ ) with respect to the un-tilted facet are given by Yang and Liou [82],

$$
\begin{equation*}
P\left(h_{\eta}, h_{\varsigma}\right)=\frac{1}{\pi \sigma^{2}} \exp \left[\left(-\left(h_{\eta}^{2}+h_{\varsigma}^{2}\right) / \sigma^{2}\right],\right. \tag{46}
\end{equation*}
$$

where $h$ indicates the deviation of a point on the tilted facet from the un-tilted counterpart. The slopes are given by

$$
\begin{align*}
& h_{\eta}=\frac{\partial h}{\partial \eta},  \tag{47a}\\
& h_{\varsigma}=\frac{\partial h}{\partial \varsigma}, \tag{47b}
\end{align*}
$$



Figure 22. The geometry of facet tilting on a hexahedron. $\eta$ and $\zeta$ are relative coordinates. $\theta$ and $\varphi$ are tilting angles and $\varphi$ rotation is carried out first. $\mathbf{n}_{0}$ is the normal vector of the facet before tilting, and $\mathbf{n}$ is the normal vector of the tilted facet.


Figure 23. 8 examples of the randomly distorted hexahedral particles.

Figure 23 shows 8 examples of the randomly distorted hexahedral particles. The ensemble-averaged single-scattering properties (the phase matrix, extinction efficiency, and single-scattering albedo) are given by

$$
\begin{align*}
P= & \frac{\sum_{i=1}^{N} P_{i} Q_{\text {sca }, i} A_{\text {proj }, i}}{\sum_{i=1}^{N} Q_{s c a, i} A_{p r o j, i}},  \tag{48a}\\
Q_{\text {ext }}= & \frac{\sum_{i=1}^{N} Q_{e x t, i} A_{p r o j, i}}{\sum_{i=1}^{N} A_{p r o j, i}},  \tag{48b}\\
S S A= & \frac{\sum_{i=1}^{N} Q_{s c a, i} A_{p r o j, i}}{\sum_{i=1}^{N} Q_{e x t, i} A_{p r o j, i}}, \tag{48c}
\end{align*}
$$

where $N$ is the total number of the particles considered in the ensemble average. $Q_{\text {ext }}$ and $Q_{\text {sca }}$ are the extinction and scattering efficiencies, respectively, and $A_{p r o j}$ is the projected area.

Figure 24 shows the theoretical phase matrix simulations based on three models, an ensemble of hexahedra, a mixture of oblate and prolate spheroids, and spheres in comparison with measurements [83] for small olivine particles at 632.8 nm . A lognormal size distribution is assumed to compute the sizeaveraged phase matrices. The lognormal distribution probability density function (PDF) is defined as

$$
\begin{equation*}
p(r)=\frac{1}{\sqrt{2 \pi} r \sigma} \exp \left[-\frac{\ln r-\ln \mu}{2 \sigma^{2}}\right], \tag{49}
\end{equation*}
$$

where $\sigma$ and $\mu$ are two parameters. In the calculation, $\sigma$ is 2.0 and $\mu$ is 1.5 .
Numerous measurements (e.g., [84-87]) found that aspect ratios of dust particles range between 1.0 and 2.3 with mode or mean values 1.4, 1.7, 1.9, 2 and 2.2. Following Mishchenko et al. [88], in this study we assume the aspect ratio of a hexahedron to be 1.7. In addition, we also consider a mixture of prolate $(c / a=1.7)$ and oblate $(a / c=1.7)$ spheroidal geometries. We tried various mixing ratios of prolate and oblate spheroids, and found a mixture of $99.8 \%$ prolate spheroids and $0.2 \%$ oblate spheroids to have minimum least-square error compared with the measurements [83]. It can be seen from Fig. 24 that the phase matrix based on the randomly distorted hexahedron model agrees with the measurements. It is also obvious from Fig. 24 that the sphere model is not applicable to the simulation of the optical


Figure 24. Comparison of phase matrices of the hexahedron ensemble model, the spheroid ensemble model, and the sphere model with lab measurement. The measured phase matrix data is for small olivine particles from the Amsterdam light scattering database [83] at $0.633 \mu \mathrm{~m}$.
properties of dust aerosols. Although the results based on the spheroid model substantially deviate from the measurements, it should be pointed out that spheroids can be used to approximate dust particles in light-scattering calculations if an appropriate aspect ratio distribution is assumed, as demonstrated by Mishchenko et al. [89] and Dubovik et al. [90].

We then utilize the hexahedron ensemble and sphere models to represent dust aerosols in a radiative transfer simulation that includes the full polarization state. We simulate the normalized modified polarized reflectivity ( $L_{n m p}$ ) from dust aerosols observed by the POLarization and Directionality of the Earth's Reflectances (POLDER) instrument [91] onboard the Polarization \& Anisotropy of Reflectances for Atmospheric Sciences coupled with Observations from a Lidar (PARASOL) satellite. $L_{n m p}$ is defined as

$$
\begin{equation*}
L_{n m p}=\operatorname{sgn} \frac{\pi\left(\cos \theta+\cos \theta_{0}\right) \sqrt{Q^{2}+U^{2}}}{F_{0} \cos \theta_{0}}, \tag{50}
\end{equation*}
$$

where $\theta_{0}$ is the solar zenith angle; $\theta$ is the viewing zenith angle; $F_{s}$ is the solar irradiance; $Q$ and $U$ are the Stokes components representing linear polarization; and sgn is either 1 or -1 [92]. The radiative transfer model developed by Huang et al. [93] is used in this study, which utilizes the adding-doubling technique to compute the full Stokes vector. The lowest boundary in the simulation is assumed to be an ocean surface with wind speed $10 \mathrm{~m} / \mathrm{s}$. The roughness of the ocean surface is modeled according to Cox and Munk [94].

A comparison between the simulations and selected POLDER observations is shown in Fig. 25. In the simulation, the dust layer has aerosol optical thickness $(\tau) 2.0$, and effective radius $\left(r_{\text {eff }}\right) 0.9 \mu \mathrm{~m}$. We select a dust storm event on 27 June 2007 over the Red Sea observed by POLDER on the PARASOL satellite. The location is shown in the upper panel of Fig. 25. The lower panel in Fig. 25 shows that the radiative transfer simulations based on the hexahedron ensemble model are much closer to the observations than the sphere model counterparts. This suggests that the nonspherical hexahedron ensemble model is more realistic and should perform better in an aerosol property retrieval algorithm.

We construct a retrieval algorithm based on the Levenberg-Marquardt method [90] to infer $\tau$ and $r_{\text {eff }}$ from POLDER observations. The algorithm can be expressed by an iterative equation,

$$
\begin{equation*}
\mathbf{x}^{n+1}=\mathbf{x}^{n}-t\left(\mathbf{J}^{T} \mathbf{C}^{-1} \mathbf{J}+\gamma \mathbf{D}\right)^{-1} \mathbf{J}^{T} \mathbf{C}^{-1}\left(\mathbf{f}\left(\mathbf{x}^{n}\right)-\mathbf{f}_{m}\right) \tag{51}
\end{equation*}
$$



Figure 25. Observed and simulated normalized modified polarized reflectivity ( $L_{n m p}$ ) from dust aerosols over the Red Sea. The upper panel is the location of the dust aerosol observation. The data from the dashed rectangle area in the upper panel is shown in the lower panel. The lower panel shows the observed and simulated $L_{n m p}$ at wavelength $0.865 \mu \mathrm{~m}$. The color contour indicates number of pixel-level observations. The white solid line is the simulation assuming the hexahedron ensemble model for dust aerosols. The white dashed line is the simulation assuming spheres as the dust aerosol.
in which $\mathbf{x}$ is the variable vector that has two elements, $\tau$ and $r_{\text {eff }} ; \mathbf{J}$ is the Jacobian matrix; $\mathbf{f}(\mathbf{x})$ is the simulated multi-angle reflectivity and polarized reflectivity; $\mathbf{f}_{m}$ is the measured multi-angle reflectivity and polarized reflectivity; and $\mathbf{D}$ is the unity matrix. Here $t$ and $\gamma$ are two constants determined empirically, and $n$ is the order of iteration. A look-up table (LUT) is computed by the simulator mentioned above. It contains multi-angle reflectivity and polarized reflectivity for tabulated observation geometries, $\tau$ and $r_{\text {eff }}$. $\mathbf{f}(\mathbf{x})$ and $\mathbf{J}$ are obtained by interpolating the LUT. $\mathbf{x}^{1}$ is the initial vector and is assigned a random value. By iteratively computing Eq. (51), $\mathbf{x}^{n}$ converges to a value where the sum of squared errors between simulated and measured quantities is the smallest. The $\tau$ and $r_{\text {eff }}$ in $\mathbf{x}^{n}$ are the retrieved results.

Here we illustrate the retrieval results over the east Atlantic Ocean during a Saharan dust storm. The retrieved result shown in Fig. 26 is for the POLDER observation on 21 September 2009. In the retrieval, the dust aerosols are assumed to be African dust with refractive index data from [95]. From Figs. 26(c)-(d), the retrieved $\tau$ values are mainly in the range $0.4 \sim 1.2$, and $r_{\text {eff }}$ around $0.8 \mu \mathrm{~m}$. The spatial distributions of the retrieved $\tau$ and $r_{\text {eff }}$ are shown in Figs. 26(a)-(b). The area closer to the coast tends to have larger $\tau$ and $r_{\text {eff }}$, which may reveal the deposition process when the dust aerosol


Figure 26. Dust aerosol optical thickness ( $\tau$ ) and effective radius ( $r_{\text {eff }}$ ) retrieval results. (a) Retrieved $\tau$ by assuming African dust aerosol model; (b) retrieved $r_{\text {eff }}$ by assuming African dust aerosol model; (c) retrieved $\tau$ value distribution; (d) retrieved $r_{\text {eff }}$ value distribution.
transports away from the coast, as larger particles fall out more quickly.
To show the impact of using an inappropriate dust aerosol model on retrieval results, we also implement the retrieval algorithm by assuming Asian dust for the index of refraction of dust compiled in the same dataset [95]. The differences between the two retrieval results are shown in Fig. 27. The two different dust refractive indices as functions of particle size are shown in Fig. 28. As an example, the phase matrix elements $P_{11}$ and $P_{12} / P_{11}$ of the two dust models are shown in Fig. 29. The reflectivity and polarized reflectivity are mainly determined by $P_{11}$ and $P_{12} / P_{11}$, respectively. Different refractive indices give different single-scattering property results, as shown in Fig. 29. Thus, the LUTs for the

(a)

(b)


Figure 27. (a) Percentage difference between $\tau$ retrieved by assuming African $\left(\tau_{1}\right)$ and Asian $\left(\tau_{2}\right)$ dust aerosol models; (b) percentage difference between $r_{\text {eff }}$ retrieved by assuming African ( $r_{\text {eff }, 1}$ ) and Asian ( $r_{\text {eff }, 2}$ ) dust aerosol models; (c) one-to-one comparison between retrieved $\tau$ by assuming the two dust models; (d) one-to-one comparison between $r_{\text {eff }}$ retrieved by assuming the two dust models. In (c) and (d), the white straight lines are one-to-one ratio lines.


Figure 28. Observed dust refractive indices at wavelength $0.865 \mu \mathrm{~m}$ in Asia and Africa as functions of particle size based on the compilation by Stegmann and Yang [95].



Figure 29. $P_{11}$ and $P_{12}$ phase matrix elements of Asian and African dust models with effective radius $1.2 \mu \mathrm{~m}$ at wavelength $0.865 \mu \mathrm{~m}$.
retrieval implementation are different, which affects the retrieval results. As shown in Fig. 27, the retrieval results, especially $\tau$, are quite sensitive to the index of refraction assumed in the forward light-scattering computation. The retrieved $\tau$ values by assuming Asian dust are almost twice the counterparts by assuming African dust.

## 6. SUMMARY

The convergence of II-TM and PGOM in computing nonspherical dielectric particle scattering properties is illustrated following a brief introduction of the two methods. II-TM is used for particle size parameters up to 150. Taking hexagonal column ice crystals as an example, the present numerical results show that up to around size parameter 200, II-TM and PGOM agree well. We simulate the particle extinction
efficiency, single-scattering albedo, asymmetry factor, and phase matrix at two wavelengths where ice is nearly nonabsorbing $(0.65 \mu \mathrm{~m})$ and strongly absorbing ( $12 \mu \mathrm{~m}$ ). All results show that II-TM and PGOM converge at a size parameter $\sim 150$, where both of the methods are accurate. Because II-TM compares well with the conventional EBCM for application to spheroidal particles, II-TM is considered accurate enough as a benchmark to test approximate methods. Although both PGOM and IGOM are accurate for large strongly absorbing particles, for less absorbing particles, only PGOM is able to simulate nearly all phase matrix features and can accurately compute backscattering. A synergetic combination of II-TM and PGOM can therefore be seamlessly applied to the entire size parameter domain extending from the Rayleigh regime to the geometric optics regime. Furthermore, we illustrate the applicability of the present light-scattering capability in simulating the optical properties of dust aerosol in conjunction with remote sensing of dust aerosol radiative and microphysical properties, namely optical thickness and effective particle size.
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## APPENDIX A.

## Concave Particle Projected Area Computation

Without loss of generality, we take a hexagonal plate aggregate particle as an example to describe the method to compute a concave particle projected area. The particle is shown in Fig. A1. It is composed of 10 hexagonal plates.


Figure A1. Hexagonal plate aggregate particle.

The method has five steps. First, as shown in Fig. A2(a), the particle is projected on a 2-D plane perpendicular the incident direction, where the projected area will be computed. The particle has 10 convex parts. Second, we use the Convex Hull algorithm [96] to obtain the outline of each convex part, as shown in Fig. A2(b). Third, we merge all the convex parts into one concave polygon, as shown in Fig. A2(c). We modify the Weiler-Atherton polygon clipping algorithm [72] to make it suitable for merging polygons. Fourth, the concave polygon is divided into many triangles, as shown in Fig. A2(d) by using the Ear-cutting algorithm [97]. Finally, we compute the areas of all triangles and sum them up to obtain the projected area of the particle on a plane perpendicular to the specified direction.


Figure A2. Example to show the steps to compute the projected area of a concave particle.
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