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Abstract—In this paper, a novel moment-matching reduced order
model technique termed the multi-dimensional well-conditioned
asymptotic waveform evaluation (MDWCAWE) method is presented.
The MDWCAWE method can be used to efficiently determine the
radar cross section (RCS) of arbitrarily shaped objects, in both the
frequency and angular domains simultaneously. Numerical results
are given in order to demonstrate the accuracy and robustness of
the MDWCAWE method. All scattering problems investigated in
this work are formulated using the two-dimensional volume-surface
electric field integral equation (EFIE). We consider problems involving
scattering from both dielectric dispersive and conducting objects.

1. INTRODUCTION

The method of moments (MoM) is a key frequency domain technique
in the analysis and design of microwave structures. Specifically,
integral equation (IE) techniques can be used to efficiently model
the electromagnetic interactions of composite structures, such as
those comprised of perfect electrically conducting (PEC) surfaces
and dielectric volumes, which are prevalent in many practical
applications [1]. IE methods seek the solution of a coupled set of surface
(S) and Volume (V) integral equations by enforcing the electric field
boundary conditions on the PEC surfaces and throughout the dielectric
volume.

Many problems, such as RCS computation [2] or analysis of
reflection characteristics [3], require the determination of the system
response at multiple frequencies and incident field angles. For such
analysis, the equivalent current density must be calculated at each
discrete parameter, which can become computationally prohibitive.
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Model order reduction (MOR) approaches have been developed
to reduce this computational complexity. The resulting reduced
order model (ROM) is of very low-order. Thus permitting the
calculation of the RCS at an almost arbitrary number of frequencies
and angle samples, at a fraction of the original computational cost.
Multi-parameter MOR approaches can be broadly characterised into
two approaches, implicit and explicit moment matching. For the
analysis of frequency dependent problems, explicit moment matching
techniques such as the Padeé via AWE [4, 5], have received extensive
attention. This technique approximates the response around an
expansion point using a rational function by matching terms in a Taylor
series expansion. However, this approach exhibits certain numerical
stability problems and is inherently ill-conditioned, inevitably leading
to stagnation in the moment matching process.

Until the middle of the last decade, implicit approaches such as
Krylov subspace methods were limited to linearisation of the nonlinear
dependence [6], which required an increase in the system matrix size
and a substantial increase in memory requirements. A more elegant
and efficient approach, the Second-order Arnoldi (SOAR) algorithm [7],
resolved these problems and has led to several improvements and
extensions in literature [8, 9].

In this paper, we focus on the EFIE formulation, as such, these
approaches are inadequate to cope with the complex dependence on
frequency. This is further complicated by the frequency dependent
nature of the material properties and incident field vector. Not until
the development of implicitly matching moments of the AWE method
via a Krylov subspace approach, could higher-order ROM be produced
based on EFIE formulations [10, 11]. This Galerkin AWE approach
however was numerically unstable and required an augmentation to
the orthonormalisation process through the introduction of correction
terms [11]. This resulted in the WCAWE process, which enforces
Galerkin conditions and introduces correction terms, to project the
original system onto the subspace formed by the orthogonalised
moments. This ensured the residual of the approximation is orthogonal
to the moment subspace.

The objective of this paper is to propose a robust and stable
extension of the WCAWE approach to accelerate the computation of
the EFIE problem with explicit frequency and angular dependence,
termed the multi-dimensional WCAWE (MDWCAWE) method. While
single parameter methods are well established as detailed above, multi-
parameter MOR techniques are less mature and are limited to Second-
order Arnoldi [9, 12] and Galerkin AWE [2, 13, 14] approaches, which
suffer from the same deficiencies as their single parameter counterparts.
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In addition we outline a systemic methodology to include frequency
dependent dielectric variations and cross derivative terms within our
approximation which can have a significant impact on the validity of
this approach as a design tool.

2. VOLUME-SURFACE ELECTRIC FIELD INTEGRAL
EQUATION FORMULATION

Consider an arbitrarily shaped two-dimensional composite structure,
comprising PEC surfaces S and potentially inhomogeneous dielectric
volumes V, that reside in free space with permittivity εb and
permeability µb. The dielectric region V is characterised by
its permittivity ε(r), conductivity σ(r) and we assume constant
permeability µ(r) = µb. Inside the dielectric and on the surface of
the PEC, the incident wave Einc induces Vol. current JV and surface
current JS. The surface and Vol. current densities induced on S and
in V generate scattered electric field Esca

Ω given by

Esca
Ω (r) = −kbηbAΩ (r) , Ω = S or V (1)

where the magnetic vector potential is defined as

AΩ (r) =
∫

Ω
JΩ

(
r′

)
H

(2)
0

(
kb

∣∣r− r′
∣∣) dr′. (2)

In Equations (1) and (2), the free-space Green’s function is given by
the zero-order Hankel function of the second kind. kb and ηb are the
wavenumber and impedance of the background medium, respectively.
Enforcing the electric field boundary condition and taking account of
the contribution of the scattered field generated by the surface and
volume current densities, yields the EFIE [1]

E (r) = Einc (r) + Esca
V (r) + Esca

S (r) , r ∈ V

n̂×Einc (r) = −n̂×Esca
V (r)− n̂×Esca

S (r) , r ∈ S
(3)

where E (r) denotes the total electric field, and n̂ is a unit vector
normal to S. In V, JV and E (r) are related

JV = ωεb (εr (r)− 1)E. (4)

Using m pulse basis functions and Dirac-Delta testing functions [15],
the integral equations can be discretised by employing the method
of moments. Taking due care to the treatment of the singularity
associated with the Hankel function leads to the following linear system
of equations,
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[
ZVV ZVS

ZSV ZSS

] [
xV

xS

]
=

[
bV

bS

]
, Z (f)x (f, θ) = b (f, θ) (5)

where Z is a complex valued dense n × n matrix containing coupling
information between the basis functions. b and x are the incident field
vector and vector of unknown current density amplitudes, respectively,
that are dependent on both frequency and angle. In order to solve the
RCS over a frequency and angular range, Equation (5) must be solved
for x repeatedly at each incident frequency and angle of excitation.

3. REVIEW OF MULTI-DIMENSIONAL ASYMPTOTIC
WAVEFORM EVALUATION (MDAWE)

The MDAWE method approximates the frequency and angular
response by expanding x (f, θ) into a Taylor series around (fo, θ0)

x (f, θ) =
α∑

i=1

β∑

j=1

mi,j (f − f0)
i−1 (θ − θ0)

j−1 . (6)

By expanding the impedance matrix Z (f) and the excitation vector
b (f, θ) into a Taylor series

α∑

i=0

Z[i] (f − f0)
i x =

α∑

i=0

β∑

j=0

b[i,j] (f − f0)
i (θ − θ0)

j (7)

and equating equal powers, a recursive relation for the moment vectors
is obtained

mi,j = Z−1 (f0)


b[i−1,j−1] (f0, θ0)

(i− 1)! (j − 1)!
−

i−1∑

p=1

Z[p] (f0)mi−p,j

p!


 (8)

were Z[p] (f0) denotes the pth derivative of Z (f) with respect to f
evaluated at f0, while

b[i,j] (f0, θ0) =
∂i+jb (f, θ)

∂f i∂θj

∣∣∣∣
f0,θ0

. (9)

Once the moment vectors are obtained, the RCS can be calculated
using Equation (6). However, the use of this expansion is severely
limited to the radius of convergence of the Taylor series. In such cases,
a rational function approach is used to improve the accuracy of the
numerical solution. The Padé representations have a larger radius of
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convergence and therefore can provide broader extrapolation as they
include poles as well as zeros in the response [16]. The MDAWE
moment-matching multi-dimensional subspace, Mq, generated from
the recursive Equation (8), is given by the span of the columns of
the matrix

Mq = [m1,1,m2,1, . . .mα,1,m1,2, . . . ,mα−1,β,mα,β]. (10)

It has been well documented [11, 16] that the process of sequentially
evaluating mi,j via Equation (8) is inherently ill-conditioned leading
to instability in the computation of the Padé approximation. In a
direct implementation, finite precision arithmetic causes each newly
created moment vector mi,j to converge towards the eigenvector that
is associated with the dominant eigenvalue of Z(f0). As a result,
the moments mi,j contain only information corresponding to one
eigenvalue of Z(f0), even for small values of i, j. Consequently,
the solution of the Padé approximation becomes unattainable, thus
restricting its use to approximations of relatively low-order.

4. MULTI-DIMENSIONAL WELL-CONDITIONED
ASYMPTOTIC WAVEFORM EVALUATION
(MDWCAWE)

To avoid the underlying numerical instability of the AWE approach
the WCAWE technique was derived [11]. The WCAWE imposes an
orthogonality relation upon the generated moment vectors, eliminating
ill-conditioning and ensuring linear independence. In addition, the
WCAWE introduces correction factors in the orthogonalisation process
to ensure that the techniques preserve the moments of the original
system. As a consequence, higher-order approximations can be
constructed. In a similar vein to the WCAWE, the MDWCAWE
process as outlined in Appendix A, constructs the columns of Mq

from Equation (10) iteratively by utilizing a modified Gram-Schmidt
process. This procedure is used to orthogonalise vi,j onto the span

Ṽq−1 = [ṽ1,1, ṽ2,1, . . . ṽα−1,β−1] . (11)

This is achieved by computing the orthogonal projection of ṽi,j

onto span{v1,1 v2,1 . . . vα−1,β−1}. This projection is subtracted
from the original vector and the result is normalised to obtain
vi,j . This is, by construction, orthogonal to all previously computed
vectors ṽ1,1, ṽ2,1, . . . , ṽα−1,β−1 and has unit norm. In this way, the
orthogonality of the basis vectors is guaranteed and the moment-
matching process can be maintained. The resultant vector generated
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in Appendix A is given by

ṽi,j=Z−1




i−1∑

p=1

(
b[p,j−1]eT

1 PU1 (i, p) ei−p

)

−Z[1]vi−1,j −
i−1∑

p=2

Z[p]Vi−p,jPU2 (i, p) ei−p


 (12)

where er is the i × 1 vector with the rth component equal to unity
and all others equal to zero. V[:,:,j] and Ṽ[:,:,j] are related by an i × i
upper triangular, nonsingular matrix U[:,:,j] (Appendix A) created by
the coefficients of the Gram-Schmidt process

V[:,:,j] = Ṽ[:,:,j]U
−1
[:,:,j] forj = 1, . . . , β. (13)

The correction term in Equation (12) is given by

PUw (i, p) =
p∏

t=w

U−1
[t:i−p+t−1,t:i−p+t−1,j] (14)

where w = 1 or 2. PUw(i, p) is constructed from blocks extracted
from the mapping matrix U created by the coefficients of the Gram-
Schmidt process. The PUw(i, p) matrix tracks the mapping from one
vector space to another in each of the jth subspaces in the MDWCAWE
process.

5. FORMULATION OF THE MULTI-DIMENSIONAL
REDUCED ORDER MODEL

Similar to the one-dimensional case MOR is achieved by projecting the
system Equation (7) onto a lower dimensional subspace. After q steps
of the MDWCAWE process, an approximation to x can be made in
terms of q basis vectors of the form

x ≈ xq = Vqaq =
q∑

n=1

vnγn (15)

the aq are chosen such that the approximation of Equation (15)
minimises the residual



Progress In Electromagnetics Research B, Vol. 50, 2013 321

rq =
α∑

i=0

(
Z[i] (f − f0)

i
) q∑

n=1

vnγn

−
α∑

i=0

β∑

j=0

(
b[i,j] (f − f0)

i (θ − θ0)
j
)

. (16)

This is conditional on the careful selection of the associated aq

specifically, that the residual vector is constrained to be orthogonal
to q linearly independent vectors

rq ⊥ Vq (17)

by setting

aq =

(
α∑

i=0

VH
q Z[i]Vq (f−f0)

i

)−1



α∑

i=0

β∑

j=0

VH
q b[i,j](f−f0)

i(θ−θ0)
j


.(18)

Ultimately, this process results in the approximation to the solution
vector x for any frequency f and or angle θ in the range fmin ≤ f ≤
fmax, θmin ≤ θ ≤ θmax, respectively, given by Equation (15). Clearly,
Equation (15) can be used to efficiently solve over a wide range of
frequencies and of angles as it requires the inversion of a matrix of
order q ¿ n for each parameter pair. It can be shown that the
reduced system, preserves the moments of the original system using
the techniques presented within [17], ensuring that

span (Vq) = span (Mq) . (19)

It should be noted that in order to achieve additional bandwidth in
either the frequency or angular domain, a multipoint MDWCAWE
approach could be implemented similar to that of the WCAWE.
Additionally, automated error controls are outlined in [17, 18] that can
be used to determine the number of moment required such that the
approximate solution can converge to a pre-specified tolerance.

6. RECURSIVE FORMULATION OF THE MATRIX
DERIVATIVES

Careful consideration needs to taken when differentiating Equation (3)
in order to model the frequency dependant variations in ε. For
our analysis we consider the CoFe alloy nano-particles (NPs) and
nano-flakes (NFs) whose dielectric properties are tabulated in [19].
These alloys are traditionally used in tandem as a two/mulitlayered



322 Bradley

radar absorber for perfect electric conductor (PEC) structures [19].
To account for these frequency dependant variations we fit a third-
order polynomial to the individual dielectric properties resulting in
an analytical expression independently fitted for both the real and
imaginary permittivity of the form [18]

ε′(f) = a′f3 + b′f2 + c′f + d′ (20)
ε′′(f) = a′′f3 + b′′f2 + c′′f + d′′ (21)

where (a′, b′, c′, d′) and (a′′, b′′, c′′, d′′) are the polynomial constants
for real and imaginary permittivity in each basis cell respectively.

Using Equations (20)–(21), the identities [20] and the following
recursive relation when differentiating the Bessel and Hankel functions
the ith, jth derivatives for the matrix entries can be derived

Ψ(q)
v =

1
2q

q∑

p=0

(−1)(p+2)

(
q
p

)
Ψv−q+2p (22)

where Ψ(q)
v denotes the qth derivative of J, Y, H(1),H(2) of order v [21].

ZV V [i]
n,m =

ηπan

2

i∑

p=0

(
i
p

)
J1 (kb0an)[p]H

(2)
0 (kb0 |rn−rm|)[i−p] n 6= m (23)

ZV V [i]
n,m =

ηπan

2
H

(2)
1 (kb0an)[i] − Ci n = m (24)

where

Ci=
1

kb0 (εci (kb0)− ε0)

[
(ηεci (kb0))

[i]

−



i∑

j=1




j∑

p=0

(
j
p

)
(kb)

[p] (εci (kb0)− ε0)
[j−p]


C [i−j]





 (25)

and

(ηεci (kb0))
[i] =(η)[i]

((
a′nf2+b′nf+c′n

)[i] −
(
a′′nf2+b′′nf+c′′n

)[i]
)

.(26)

7. NUMERICAL RESULTS AND VALIDATIONS

To illustrate the validity of the volume-surface EFIE, we initially
consider a simple two-dimensional coated conducting cylinder with a
radius of 2λ (1.2 m), centered at the origin. The core of the cylinder
has a radius of (0.6 m) and the thickness of the coating layer is
(0.6m), with a relative permittivity of εr = 4 − 4i. The structure is
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illuminated by a TMz plane wave and the bi-static radar cross-section
at 500 MHz is computed. The structure is discretised using a minimum
of λ/10 discretisations per wavelength which results in a total of 12942
unknowns, given by 202 surface and 12740 volume basis functions. It
can be seen in Figure 1 that there is good agrement between the MoM
and the analytical Mie series solution.

In the second example, a similar numerical experiment is
conducted for a coated conducting cylinder of radius 0.138m composed
of two concentric layers of dielectric material with outer radius 2λ
(0.133m). In particular, the outer layer is comprised of CoFe nano
particles (NPs) while the inner layer consists of CoFe nano flakes (NFs)
where the thickness is 0.033 m. The structure is discretised using n =
2460 cells and the mono-static RCS frequency and angular response
is computed over the range f = 4 : 4.5 GHz and θ = 175 : 185,
for increments of 0.1 GHz and 1◦, respectively, using the MDWCAWE
method. The expansion points for both f and θ are chosen to be
in the centre of each band of interest. Selecting 18 moments with
respect to frequency and 10 moments with respect to angle, results
in a reduced order model of dimension q = 180. As seen from
Figure 2 the MDWCAWE techniques outperform the MDAWE with
Padé approximation using the same number of moments, duplicating
the reference solution over the entire band of frequencies to within a
0.1% relative error for θ = 0. These results are not unexpected as the
WCAWE has been previously shown to be a more accurate technique
than the AWE with Padé. To fully illustrate the capability of the
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Figure 1. Example 1: Bi-static RCS comparing the MoM against the
analytical Mie series solution.
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Figure 2. Example 2: RCS as a function of frequency comparing the
MDWCAWE and the MDAWE with Padé against the MoM solution
for θ = 0.

MDWCAWE, the frequency and angular response of the MDWCAWE
compared against the MoM solution is given in Figure 3 while the
associated % relative error is illustrated in Figure 4. In order to
achieve a wider bandwidth, a balance must be struck between using
more moments albeit at an rapidly increasing computational cost or
implementing a multipoint approach where additional expansion points
are placed over the frequency and angular domains [18].
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Figure 3. Example 2: RCS as a function of frequency and angle
comparing the MDWCAWE against the MoM solution.
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The total CPU times for MWCAWE compared against the MoM
in shown in Table 1, which demonstrate the capability of this approach.
This table clearly shows the efficiency obtained using the proposed
method, achieving a speed-up factor of 3.92 compared to the MoM,
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Figure 4. Example 2: Percentage relative error for Figure 3.

Table 1. CPU time analysis — nf — number of frequency samples,
nθ — number of angle source samples, tq = CPU time in seconds to
generate moments, tz = CPU time in seconds to generate the coupling
matrix derivatives, tb = CPU time in seconds to generate the incident
vector derivatives, ts = average CPU time in seconds to solve for RCS
at each frequency using a GMRES with tolerance 10−6, tt = total CPU
time in seconds to generate and solve case study problem.

Legend MoM MDWCAWE
Order n = 2124 + 336 = 2460 q = 18 ∗ 10 = 180

nf 51 51
nθ 11 11

tq(s) - 643.98
tz(s) - 1418.14
tb(s) - 4.20
ts(s) 25.2 2.74
tt(s) 14137.2 3604.1
eq(%) - < 0.1

Speed-up - 3.92
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while only incurring a relative error within 0.1% over the entire
frequency and angular domains. It should be noted that the main
computational overhead is due to the generation of the derivatives,
however, as the derivatives need only be calculated once, there is
minimal computational expense required for all subsequent solutions.

8. CONCLUSION

In this paper, a multi-dimensional version of the WCAWE model
order reduction technique was developed that can produce both a
broad frequency and angular band approximation simultaneously. In
addition, we have provided a reduced order model that can accurately
account for the frequency dependent dielectric parameters. Examples
are presented which demonstrate that the MDWCAWE can produce a
numerically stable and robust high-order approximation that provides
the flexibility needed to efficiently handle the short comings of the
MDAWE. Notably the presented approach outperforms the existing
techniques in accuracy over the entire parameter range while showing
a significant reduction in CPU time compared to the original MoM
system.

APPENDIX A. MULTI-DIMENSIONAL WELL-
CONDITIONED ASYMPTOTIC WAVEFORM
EVALUATION ALGORITHM (MDWCAWE)

Main() {
for j = 1, . . . , β

ṽ1,j = Z−1b[0,j−1]

U[1,1,j] = ‖ṽ1,j‖2

v1,j = ṽ1,1U−1
[1,1,j]

if j 6= 1
Orthogonalise()

end if
for i = 2, . . . , α

ṽi,j = Z−1
[∑i−1

p=1

(
b[p,j−1]eT

1 PU1(i, p)ei−p

)

−Z[1]vi−1,j −
∑i−1

p=2 Z[p]Vi−p,jPU2(i, p)ei−p

]
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Orthogonalise()
U[i,i,j] = ‖ṽi,j‖2

vi,j = ṽi,jU−1
[i,i,j]

end i.
V = [V,v:,j ]

end j.
}
Orthogonalise() {

for γ = 1, . . . , j

if γ = j

h = i− 1
else

h = i

end if
for ζ = 1, . . . , h

U[ζ,i,γ] = vH
ζ,γṽi,j

ṽi,j = ṽi,j −U[ζ,i,γ]vζ,γ

end ζ

end γ

}
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