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Abstract—Linear and circular arrays are optimized using the particle
swarm optimization (PSO) method. Also, arrays of isotropic and
cylindrical dipole elements are considered. = The parameters of
isotropic arrays are elements excitation amplitude, excitation phase
and locations, while for dipole array the optimized parameters are
elements excitation amplitude, excitation phase, location, and length.
PSO is a high-performance stochastic evolutionary algorithm used
to solve N-dimensional problems. The method of PSO is used to
determine a set of parameters of antenna elements that provide the
goal radiation pattern. The effectiveness of PSO for the design of
antenna arrays is shown by means of numerical results. Comparison
with other methods is made whenever possible. The results reveal that
design of antenna arrays using the PSO method provides considerable
enhancements compared with the uniform array and the synthesis
obtained from other optimization techniques.

1. INTRODUCTION

The methods used for the synthesis of antenna arrays can be broadly
classified into two categories: deterministic and stochastic. The
deterministic methods include analytical methods [1-8] and semi-
analytical methods [9-15]. The deterministic methods in general
become quite involved and computationally time consuming as the
number of the elements in the array increases.

On the other hand, stochastic methods are now very common
in electromagnetics, and have many advantages over deterministic
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methods [16]. These methods include neural networks (NN) [17-
19] and evolutionary algorithms such: genetic algorithm (GA) [20-
32], simulated annealing (SA) [33-36], differential evolution (DE) [37],
and Tabu search (TS) [38]. The advantages of using stochastic
methods are their ability in dealing with large number of optimization
parameters, avoiding getting stuck in local minima, and relatively easy
to implement on computers. Another recently invented evolutionary,
high-performance algorithm is the particle swarm optimization (PSO)
method introduced in [39,40]. It requires fewer lines of code than GA
or SA and easier to implement. Another advantage of PSO against GA
is the small number of parameters to be tuned. In PSO, the population
size, the inertial weight and the acceleration constants summarize the
parameters to be scaled and tuned, whereas in GA the population size,
the selection, crossover and mutation strategies, as well as the crossover
and mutation rates influence the result [41]. Also, [41] shows that PSO
algorithm convergence is faster than GA and SA for the same problem
and the main computational time is lower than SA, binary GA, real
GA, binary hybrid GA, and real hybrid GA. The literature on the
use of the PSO method in the design of antenna arrays is extensive, a
sample of which can be found in [42-57]. In this paper, the method of
PSO is used to provide a comprehensive study of the design of linear
and circular antenna arrays. The parameters of antenna elements
that provide the goal radiation pattern are optimized using the PSO.
The effectiveness of PSO for the design of antenna arrays is shown
by means of numerical results. Comparison with other methods is
made whenever possible. The results reveal that design of antenna
arrays using the PSO method provides considerable enhancements
compared with the uniform array and the synthesis obtained from other
optimization techniques.

2. LINEAR ANTENNA ARRAY

An 2N-element array distributed symmetrically along z-axis is
considered as shown in Figure 1. The array factor is

N
AF(¢) =2 Z I, cos[kx,, cos(¢) + ¢n] (1)

n=1

where k is the wavenumber, and I, ¢, and x,, are, respectively, the
excitation amplitude, phase, and location of element n. The element
number 1 (n = 1) is placed at 1 = \/4.
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Figure 1. Geometry of the 2IN-element symmetric linear array placed
along the z-axis.

2.1. Minimize the Maximum SL Peak

The PSO algorithm is used to obtain the optimum synthesis of a
2N-element linear array in order to minimize the maximum SLL in
a specific region. The fitness function is formulated as

fitness = min (max {201log |AF (¢)|})

2
subject to ¢ € {[0°, 76°]&[104°, 180°]} @)

2.1.1. Optimize Elements Amplitude I,

Here, we optimize I,,’s of the array and fix ¢,’s and z,’s. The fixed
parameters are those of the uniform array, i.e., ¢, = 0 and the spacing
between elements is A/2, n = 1,...,N. The initial values of the
amplitudes are set to be uniformly distributed from [0, 1]. The search
region for each agent in the swarm is from [0, 1]. The normalized results
from the optimization are given in Table 1. Also a Chebyshev array

Table 1. 2N = 10 elements optimized using PSO with respect
to amplitudes constraint compared with Chebyshev method with
maximum SLL = —24.6217dB (the values are normalized).

Element 1 2 3 4 5
II1,|| PSO 1.0000 | 0.9010 | 0.7255 | 0.5120 | 0.4088
III|| Cheby. | 1.0000 | 0.9010 | 0.7255 | 0.5119 | 0.4088
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that results in the same SLL is shown in the same table. The amplitude
distributions along the array elements are shown in Figure 2(b). The
values of the amplitude are decreasing from the center of the array
to the edges. The corresponding radiation pattern in the azimuth
plane (z-y plane) compared with uniform array is shown in Figure 2(a).
The maximum SLL obtained is —24.6217 dB while the maximum SLL
of the uniform one is —13dB. The proposed array SLL is less than
the uniform one of about 11.6 dB. The smooth amplitude distribution
makes it possible to use power dividers. However, from Figure 2(a)
we note that the beamwidth of the optimized array is slightly larger
than the conventional one since it is well known that the uniform
array is optimum in terms of beamwidth. Nevertheless, the difference
between the two is very small. Recently in [38], linear array’s element
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Figure 2. (a) Radiation pattern of 10 elements A/2 spaced array
optimized with PSO with respect to amplitudes, compared with
conventional array. (b) Normalized amplitude distribution ||I,|| of
array elements using PSO in Table 1.

Table 2. 2N = 16 elements optimized using PSO with respect
to amplitudes using (3) and (4) constraint compared with TSO and
Chebyshev methods with maximum SLL = —30.7dB (the values are
normalized).

Element 1 2 3 4 5 6 7 8 SLL [dB]
In TS [38] | 1.0000 | 0.9627 | 0.8766 | 0.7560 | 0.6105 | 0.4833 | 0.2957 | 0.3426 -30.4

Ill

PSO | 1.0000 | 0.9521 | 0.8605 | 0.7372 | 0.5940 | 0.4465 | 0.3079 | 0.2724 -30.7

1

Cheby. | 1.0000 | 0.9515 | 0.8602 | 0.7364 | 0.5933 | 0.4457 | 0.3069 | 0.2713 -30.7

n
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amplitudes are optimized using the Tabu search optimization method
(TSO) to minimize the maximum SLL. The results obtained from PSO
versus TSO result are tabulated in Tables 2 and 3 for 16-element array
and 24-element array, respectively. Also, values of Chebyshev array
are given in the tables where the maximum SLL is the same from PSO
method.

From Tables 1-3, we see that the PSO results are almost identical
to Chebyshev one. Also, the maximum SLL obtained from PSO is
less than the TSO method in all cases. In [38], a comparison is
made between TSO and Chebyshev algorithm and the results are not
identical. Figures 3 and 4 illustrate the array factor compared with
conventional array, and the amplitude distribution of PSO compared
with TSO in Tables 2 and 3.

Table 3. 2N = 24 elements optimized using PSO with respect to
amplitudes constraint compared with TSO and Chebyshev methods

with maximum SLL = —34.5dB (the values are normalized).
Optimization SLL
method [dB]
1.0000,0.9811,0.9373,0.8850,0.7883,0.7294
] TS [38] ’ ’ ’ ’ ’ © | =330

0.5984,0.5319,0.4051,0.3381,0.2123,0.3197
1.0000,0.9712,0.9226,0.8591,0.7812,0.6807,

1] PSO —34.5
0.5751,0.4768,0.3793,0.2878,0.2020,0.2167
1.0000,0.9758,0.9289,0.8619,0.7787,0.6839

|| I.|| Cheby. ’ ’ ' ’ ’ ' —34.5
0.5824,0.4794,0.3795,0.2870,0.2049,0.2225
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Figure 3. (a) Radiation pattern of 16 elements \/2 spaced optimized
using PSO with respect to amplitudes, compared with conventional
array. (b) Normalized amplitude distribution.
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Figure 4. (a) Radiation pattern of 24 elements /2 spaced optimized
using PSO with respect to amplitudes, compared with conventional
array. (b) Normalized amplitude distribution.
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Figure 5. Radiation pattern Figure 6. Radiation pattern of

of 10 elements \/2 spaced, opti-
mized with respect to phases com-
pared with the uniform phases

10-elements linear array positions
optimized using (3) compared
with the uniform case.

conventional case.

2.1.2. Optimize Elements Phases on

We fixed I,, = 1 and the spaces between elements is A\/2 as the uniform
array. The first element phase is fixed to 1 = 0°. Initial phase values
are uniformly distributed in [0, 180°]. Table 4 shows the corresponding
phases of the array.

Figure 5 shows the radiation pattern of the array compared with
uniform array and the maximum SLL is —24.62dB which is higher
than the case were the amplitudes are non-uniform of only 0.0017 dB,
but still better than the uniform one in terms of SLL.
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Table 4. 2N = 10 elements optimized with respect to phases.

Element 1 2 3 4 5
©n [deg] | 00.0000 | 25.7120 | 43.4847 | 59.2084 | 64.8670

Table 5. 2N = 10 elements optimized with respect to positions.

Element 1 2 3 4 5
+a, [\ 0.2146 | 0.5999 | 1.0611 | 1.5870 | 2.2500

The smooth phase distribution may allow using delay circuit to
perform the needed phase shifts.

2.1.3. Optimize Element Positions x,

We fix the amplitudes and phases as the case of A/2 spaced
conventional array (I, = 1 and ¢, = 0°), and adjust the positions
xy’s by the PSO. The total length of a 10-elements, \/2 spaced
uniform array is 4.5A. Therefore, we fix the last elements positions
to x4y = £2.25), and the problem is solved in a four-dimensional
solution space. The minimum distance between two neighboring
elements is |z; — x;| = 0.25\, where i = 1,2,3,4 and ¢ # j. This
leads to min(x;) = 0.125\.

The optimum element positions obtained from PSO are given in
Table 5. The relative radiation pattern is shown in Figure 6 along with
the A\/2 spaced conventional array pattern. It should be mentioned here
that our results exactly matches the results in [45]. The maximum peak
in the SLL region is about —19.7167 dB which is lower of about 6.7 dB
from the uniform array.

Some applications are interested in the minimizing the close-in
SLL (the first sidelobe nearest to the main beam). To achieve this
property, a modified fitness is used:

fitness = min(a; max {20log |AF (¢as)|}

+aymax {20log [AF (¢ns)[}) 3)
subject to ¢pas € {[0°,76°]&[104°,180°]}
and ¢ng € {[69°, 76°]&[104°,111°]} (4)

This fitness function has an advantage of controlling the near sidelobe.
The region specified by ¢45 is the same region as (2) and « is its
weight. The close-in sidelobe region is specified by ¢ng and ag. This
modification allows the near sidelobe region to be controlled and the
amount of its reduction depends on the values of a1 and «o.
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Figure 7. Radiation pattern of 10 elements array positions optimized
in Table 6 compared with the array in Table 5.

Table 6. 2N = 10 elements optimized with respect to positions.

Element 1 2 3 4 5
+x,[A] 0.1685 | 0.5461 | 0.9364 | 1.5107 | 2.25

For example, a 10-element linear array is optimized using the
fitness function given by (3) and weights a3 = 1 and as = 2. Table 6
shows the array elements positions and Figure 7 shows the difference
between radiation pattern of the modified array and the array in
Table 5.

Although the far sidelobe region is about —18.3 dB which is higher
than the previous case of about 1.4 dB, the near sidelobe is minimized
to —31dB and the reduction is about 11.3dB from the previous case
and about 18dB from \/2 spaced uniform array.

2.1.4. Optimize Array Amplitudes (I,,), Phases (py) and Separations
(xn)

Here, all array parameters are optimized. The first element phase is set
to zero as a reference to other elements. The initial elements positions
are set as in the A/2 spaced uniform array, and the edge elements are
set to £(N — 0.5)(A/2) which is also used as the upper limit for the
positions. The lower limit is defined as +0.25(A/2). So the positions
searching region can be defined as 0.25)\/2 < z, < (N —1/2)(\/2)
wheren=1,...,(N —1).
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Figure 8. Radiation pattern of 10-elements array positions optimized
with respect to amplitudes (I,,), phases (¢,) and separations (z,,)
compared with A/2 spaced uniform array.

Table 7. 2N = 10 elements optimized with respect amplitudes (I,,),
phases (¢,,) and separations (x,) using (2).

Element 1 2 3 4 5

©on [deg] 0 40.49 | 54.24 | 49.46 | 51.97
12|l 1.0000 | 0.82 | 0.94 | 0.96 | 0.72
T[] 0.28 0.77 | 1.10 | 1.61 | 2.25

The PSO produced an array with parameters given in Table 7.
The corresponding radiation pattern is shown in Figure 8 compared
with A/2 spaced conventional array. The maximum SLL here is
—25.271dB which is 12.271 dB lower than the A/2 spaced conventional
array, 0.644dB lower than the arrays in Sections 2.1.1 and 2.1.2 and
5.555 dB lower than the array in Section 2.1.3. The array parameters
obtained are different than the parameters obtained in the previous
three sections. Also, we can see from Table 7 that the current and
phase distributions are not smooth like the results in Sections 2.1.1
and 2.1.2. The enhancement here is good compared to the conventional
and Section 2.1.3 arrays, but it is not much different from Sections 2.1.1
and 2.1.2 arrays.

2.2. Minimize the SL Average Power

In this section, we are interested in the design of linear antenna array
with minimum average SL power. To achieve this goal, the following
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function is used to evaluate the fitness:

¢ui
fitness = min Z Alqﬁ- /|AF(¢)]2dd) (5)
‘ ' ol

where [¢y;, ¢ui] is the spatial regions in which the SLL is suppressed
and A¢; = ¢y — ¢ The sidelobe regions are specified by

¢ll = 007 ¢u1 - 8107 ¢l2 = 9907 ¢UQ = 1800' (6)

The integration in (5) doesn’t have a closed form and should be
evaluated numerically. For this purpose, we use a 32 point Gaussian-
Legender method.

2.2.1. Optimize Element Amplitudes I,

The amplitudes are initialized randomly within the interval [0, 1] which
also represents the searching region. Table 8 shows the corresponding
amplitudes and Figure 11 shows the array radiation pattern compared
with the pattern of conventional case.

It can be seen from Figure 9 that the conventional array exhibits
relatively high SLL, while the PSO algorithm offers an improvement in
terms of SLL suppression. Table 8 shows that the element amplitudes
are decreasing from the center of the array to the edges.

Table 8. 2N = 10 elements optimized with respect to amplitudes
using (5).

Element 1 2 3 4 5
1]l | 1.000 | 0.8122 | 0.6799 | 0.5655 | 0.3546

2.2.2. Optimize Element Phases oy,

Element amplitudes I,,’s and positions x,,’s are fixed as the A/2 spaced
conventional array. As a reference, the first element phase is fixed
to zero. The result found by the PSO algorithm is the same as the
conventional array, i.e., ¢, = 0° for all n = 1,2,..., N, and we can
say that the \/2 spaced conventional array is optimum in the sense of
minimizing (5).
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Figure 9. Radiation pattern of Figure 10. Radiation pattern of
10 elements positions optimized  10-element array optimized with
with respect to amplitudes (I,), respect to positions z,’s, com-

and compared with conventional pared with conventional array.
array.

Table 9. 2N = 10 array optimized with respect to element positions
using (5).

Element 1 2 3 4 5
dn[A 0.2529 | 0.5558 | 1.0635 | 1.4990 | 2.1101

2.2.8. Optimize Element Positions x,

Here, we freed the total array length and did not fix it as in
previous sections. Initial positions for the PSO are as the \/2 spaced
conventional array to speed the PSO convergence. The searching
region is within the interval [0.125, (N/2) — 0.5] A/2. The array
geometry obtained from PSO is shown in Table 9 which exactly
matches the result in [42]. It can be seen from the table that the array
length obtained using the PSO algorithm is less than the conventional
array. The radiation pattern in Figure 10 shows more enhancements
compared to the conventional array.

2.2.4. Optimize Element Amplitudes I,, Phases @, and Separations
Tn

Table 10 shows the PSO results for amplitudes I,,’s, phases ¢,’s and
separations x,’s. The array aperture is larger than the conventional
array and the array in Section 2.1.4. Amplitude distribution is not
smooth as the array in Section 2.1.1. The phases of the array are
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Table 10. 2N = 10 array optimized with respect to element
amplitudes I,,’s, phases ¢, ’s and separations x,’s.

Element 1 2 3 4 5

©n, [deg] | 0.000 | 0.000 | 0.000 | 0.000 | 0.000
|1 || 1.000 | 0.5507 | 0.2761 | 0.5933 | 0.2913

xn[A/2] | 0.7356 | 2.2084 | 2.2151 | 3.6712 | 5.0000

exactly like the phases of the array in Section 2.2.2, which is the same
as A/2 spaced conventional array. So by controlling only elements
amplitude and position, we can achieve an array with more SLL average
reduction. The corresponding radiation pattern compared with the
conventional one is plotted in Figure 11. The enhancement in the
SSL average is more than the arrays obtained in Sections 2.2.1, 2.2.2
and 2.2.3.

-10
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40l
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Figure 11. Radiation pattern of 10 elements optimized with respect
to amplitudes (I,,), phases (¢,) and separations (z,) compared with
A/2 spaced uniform array.

2.3. Linear Array Beam Steering

This section illustrates the ability of PSO algorithm to perform linear
array beam steering. Here, the SLL band is the regions beside the
main beam in which its maximum occurred at the goal steering angle.
Elements amplitude and position are fixed as those of the conventional
array and only phases are optimized. The used array factor is

2N
AF(¢) =Y exp (j[nm cos(¢) + ¢n]) + 1 (7)
n=2
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In (7), we assume uniform amplitude and positions, while setting
w1 = 0° as a reference. The sidelobe region is defined as

oo e { [ (su=22)]. [(r ) 0]} 9

where ¢4 is the steering angle, and A¢g is the band where ¢g is
included. The result for 20-element array are shown in Table 11. The
array factor is plotted in Figure 12(a) with A/2 spaced conventional
array steered towards the same angle pattern as in [5], respectively.
Element phases are plotted in Figure 12(b). Another example for a
20-element array with ¢4 = 45° and A¢y = 22° optimized to minimize
the maximum SLL is shown in Figure 13. The SLL reduction in this
case is considered only in the near SL region but the array SLL obtained
is larger than the conventional array in far SL region.

Table 11. 20-elements array optimized with respect to phases to
radiate towards ¢g = 45° with A¢y = 14°.

000.0,232.7,105.4,338.2,210.9,083.6,316.3,

189.0,061.8,294.5,167.2,039.9,272.6,145 .4,
018.1,250.8,123.5,356.3,229.0,101.7.

0.000,253.0,134.0,006.5,237.9,109.7,343.3,

¢n[deg]
Uniform array

d
ng[ aii 917.1,091.3,324.8,197.8,070.9,304.9,179.0,
Y 051.8,284.6,156.1,028.8,268.8,165.9.
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Figure 12. (a) Radiation pattern of 20-elements linear array

optimized with respect to phases ¢,’s to radiate towards ¢4 = 45°
with A¢gg = 14°. (b) The corresponding element phases compared
with A\/2 spaced conventional array steered towards ¢4 = 45°.
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Figure 13. (a) Radiation pattern of 20-elements linear array
optimized with respect to phases ¢,’s to minimize the maximum SLL
and radiate towards ¢4 = 45° with A¢y = 22°. (b) The corresponding
element phases compared with A/2 spaced conventional array steered
towards ¢g = 45°.

3. CIRCULAR ARRAY OPTIMIZATION

The PSO method is also employed to determine an optimum set of
weights and/or antenna element separations to create a non-uniform
circular isotropic array that maintains low side lobes. Also, dipole
circular arrays are widely used in communication systems as the
components for signal receiving [58]. Therefore, circular dipole array
are also considered here to determine the optimum set of excitations,
antenna elements separations and dipoles lengths.

3.1. Isotropic Circular Array

We consider isotropic circular array and optimize the radiation pattern
of the array in the term of the SLL reduction. The PSO algorithm
is used to determine the complex weights a,, and/or the separation
between elements dm,, where n =1,..., N and N is the total number
of elements in the array. The array geometry is shown in Figure 14 for
an array of IV elements. The array factor for such array is given in [59]
as:

AF (¢, a,dm) = Zoz el (kacos(¢=¢n)) 9)

ap, = Inewn (10)
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N

ka = Z dm; (11)
=1

n N
Gn =21 dm; [ Y dm; (12)
=1 =1

I, ¢n represents the amplitude and the phase excitation of the nth
element in the array with respect, dm,, represents the separation (arc
longitude) from element n to element n + 1, k = 2w/\ the wave
number, ¢ is the angle of incidence of a plane wave and A is the
signal wavelength. From the previous array factor we can formulate the
objective function for the PSO to be optimized. Let AF (v, ¢ps, dm)
is the value of the array factor where the maximum sidelobe is attained
at @5 within the scanning ranges [0, ¢1] and [¢2, 360]. The array will
direct its main beam towards the angle ¢4, and the fitness function
is formulated as

fitness = min(max(20 * log(AF (ct, dmsi, dm) /AF (a, ¢ gis, dm)))
Subject to dm,, < D  (13)

where D is the maximum arc separation between element n and
element n 4+ 1. The PSO algorithm is applied to optimize circular
isotropic array of ten elements while the scanning range is set to

Figure 14. Isotropic circular array geometry.
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[0, 158]°and [202, 360]°. Table 12 shows the result obtained from PSO
where D = 2\ and the result obtained from genetic algorithm (GA)
in [59]. From Table 12 we see that the PSO maximum sidelobe is less
than GA result of about 1.5dB and 0.262dB of [60] where the PSO
with multi-objective fitness function is used to minimize the first null
beamwidth (FNBW), the average SL power and the maximum SLL.
The beamwidth is also narrower of about 1.44° compared to [59] and
about 0.23° compared to [60]. The aperture reduction is about 0.07\
from [59] but it is larger than [60] of about 0.108\. Figure 15(a) shows

Gain [dB]
Gain [dB]
o o

-150 -100 F;O 0 56::
d[deg.]
(a)

-30 3ol

£
100 150

Figure 15. (a) Radiation pattern for circular isotropic array of 10
elements optimized with respect to I, d,, as in Table 12 compared
with the result from GA in [59] and the uniform array for D = 2X. (b)
PSO result in (a) compared with [60] result.

Table 12. N = 10 elements isotropic circular array optimized with
respect to excitations amplitude and phase and elements separation in
the range [0, 158]° and [202, 360]°.

I LLLLLLLLLIL Max(SLL) = -3.6 dB
Uniform array . Aperture =5 A
dm, /7 | 05.05,05,05,05,05,05,05,05,05 348 BY - 25,8 deg
I 0.9545, 0.4283, 0.3392, 0.9074, 0.8086, 0.4533, Max(SLL) =-11.03 dB
GA " | 0.5634,0.6015, 0.7045, 0.5948 Aperture = 6.08),
[59] dm, /7. | 03641, 04512, 0.2750, 16373, 0.6902, 09415, | 3 B B = 25.46 deg
0.4657, 0.2898 ,0.6456, 0.3282
] 1.0000, 0.7529, 0.7519, 1.0000, 0.5062, 1.0000, | Max(SLL) = —12.307 dB
PSO " | 07501, 0.7524, 1.0000, 0.5067 Aperture = 5.9029),
[60] dm, /7. | 93170,0.9654,0.3859,0.9654, 0.3185, 03164, | 3 B BW = 2434 deg
0.9657, 0.3862, 0.9650, 0.3174
I 0.7383, 0.8737, 0.5782, 1.000 0.7088, 1.000, Max(SLL) = -12.5687 dB
PSO " | 0.5782,0.8737 0.7383,0.7179 Aperture = 6.0109,
(ourwork) [ 7"~ 770.3243, 09747, 0.4124, 0.9369, 03571 3B BW = 24.02 deg
n' M| 0.3572,0.9369, 0.4124, 0.9747, 0.3243




Progress In Electromagnetics Research B, Vol. 15, 2009 363

the PSO obtained radiation pattern, compared with GA result [59] and
the uniform array. Figure 15(b) shows the obtained radiation pattern
compared with the PSO result in [60]. It is clearly seen that the far
SLL is larger than that in [60].

More enhancements can be obtained if the excitations phase ¢, is
also optimized. The result is shown in Table 13 for the same case
in Table 12. From Table 13, the enhancement appears clearly in
SLL, aperture and 3dB beamwidth. From Figure 16 we can see the
difference between the two cases. Also, the obtained array has better

Table 13. N = 10 elements isotropic circular array optimized with
respect to excitations amplitude and phase and elements separation in
the range [0, 158]° and [202, 260]°.

0.2478 0.9149 0.8054

0.5610 1.0000 0.5610

0.8054 0.9149 0.2478
0.8254

0.5462 0.6220 0.7513
Max(SLL)=-15.2853 dB
0.4910 0.4859 0.4860

dmp /X Aperture=5.7929)\
0.4910 0.7513 0.6220
3dB BW=22.54deg

0.5462
—33.3758, 11.5900, 48.9874,
32.5824, 0, 32.5824,
48.9874, 11.5900, —33.3758,
48.5313

Pn

Table 14. N = 10 elements isotropic circular array optimized with
respect to excitations amplitude and phase and to elements separation
in the range [0, 158]° and [202,360]° for D = \/2.

1.0000 0.9539 0.6929

I, 0.8307 0.5462 0.8307
0.6929 0.9539 1.0000 0.6702 Max(SLL)=-11.8441dB
0.4986 0.4613 0.3180 Aperture=4.5303\
dn/A 0.4906 0.4993 0.4940 3dB BW=24.98deg

0.4906 0.3180 0.4613 0.4986
0 36.2445 60.0777

Pn 78.1235 —20.5532 78.1235

60.0777 36.2445 0 94.2095
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Figure 16. Radiation pattern for
circular isotropic array of 10 ele-
ments optimized with respect to
I,,d, as in Table 13 compared
with the result of optimize I,d,,
for D = 2\.
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Gain [dB]

Radiation pattern
for circular isotropic array of 10
elements optimized with respect

Figure 17.

to I,p,dy for D = \/2 as in
Table 14 compared with the result
of optimize I, ¢, d,, for D = 2.

properties than one in [60].

From the above examples, we see that more enhancements could
be achieved every time we include more array parameters in the PSO
algorithm, but all the time we get a result for the array aperture more
than the uniform one. To deal with this situation, we can limit the
maximum separation D. Table 14 shows the results obtained when the
separation is set to D = \/2, where the aperture obtained is 4.53\ and
the maximum SLL is —11.84 dB. The same thing can be said about the
beamwidth which is 24.98° compared with 25.8° degree for the uniform
case. Figure 17 shows the radiation pattern compared with the case
when the separation limit is D = 2). The obtained radiation pattern
has equal ripples in the sidelobe region.

3.2. Circular Dipole Array Optimization

In this section, we deal with the more practical case that the elements
of the circular array are dipoles. In optimizing circular dipole array,
the parameters to be controlled are elements excitation (amplitude
and phase), elements separation, elements radii and elements lengths.
The radiation pattern from the array is shaped by these parameters.
Figure 18 shows the proposed circular dipole array geometry. Analysis
of circular dipole array is the same as isotropic circular array but here
the elements are dipoles. Mutual coupling between elements affects
the array properties and there is no closed form of the array pattern.
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Figure 18. Circular dipole array geometry.

Numerical and approximate techniques are effectively used to obtain
the array structure. The method of moments (MOM) is used to obtain
the current distribution on the dipoles including mutual coupling
effects. A common approximation is made by assuming that the
current distribution along the dipole is sinusoidal (the current vanishes
at the dipole terminals). This assumption becomes less accurate when
the dipoles lengths are not a fraction of A\/2. So, we cannot use this
assumption when the element lengths are optimized. We have to take
into account that the elements lengths should be A\/2 if we want to
use this assumption [61]. For a z-directed thin cylindrical antenna of
length [ and radius a, with a current distribution I(z) along its length,
the Hallen’s integral equation is given by [61]

1/2

ﬁ / I1(2)G(z — 2)d2 = —jwueEi,(2) (14)
~1/2

where, p the permeability of the material, € the permittivity of the
material, F;, the incident field, w = 27 f and f the frequency,
G(z—2) = 6—;:1%’ R =/(z —2')? 4+ a?, and a is the dipole radius.
The current I(z) vanishes at the antenna ends, that is, 1(1/2) =
I(—1/2) = 0. If we assume that the dipole is fed from a gap in its
center then the incident field value is determined from the fed voltage;
it is zero for parasitic elements and none zero for active elements. The
dipole is sampled into elements along the z-axis. Then, by solving
the integral equation in (14) a system of equations is obtained from
which that current distribution can be determined. From the current
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distribution on the dipoles, the radiation pattern and the gain can be
calculated.

We use the PSO algorithm to optimize the dipole circular array
with respect to some of its parameters.

Table 15.

N = 10 elements dipole circular array optimized with
respect to excitations amplitude and phase, and elements separation

Khodier and Al-Aqgeel

First we fix the dipoles

in the range [0, 158]° and [202,260]° for D = 2.

Lo/A

0.5000 0.5000 0.5000

0.5000 0.5000 0.5000

0.5000 0.5000 0.5000
0.5000

1.0000 0.4265 0.7866

0.4141 0.3571 0.4141

0.7866 0.9066 1.0000
0.4265

Pn

5.5947 45.7218 20.2796
—9.7969 —22.4059 —9.7969
—38.8068 45.7218 5.5947
20.2796

dmpn /X

0.5275 0.5265 0.6203

0.5989 0.4630 0.4630

0.5989 0.6203 0.5275
0.5265

Max(SLL)=-17.3232dB
Aperture=5.4724)\
3dB BW=21.24deg

Figure 19. Radiation pattern for circular dipole array of 10 elements
optimized with respect to L, I, ¢, d,, as in Table 16 compared with the

Gain [dB]
&

& 8 & 8

150 -100 -50

¢ [deg.]

result of optimizing I, ¢, d,,, as in Table 15.
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Table 16. N = 10 elements dipole circular array optimized with
respect to excitations amplitude and phase, elements separation and
elements lengths in the range [0, 158]° and [202,260]° for D = 2\.

0.5369 0.6094 0.5045
0.3232 0.5352 0.3232
0.5045 0.5364 0.5369
0.6094
0.7481 1.0000 0.7312
0.5773 0.4411 0.5773
0.7312 1.0000 0.6957
0.7481
—1.8166 —77.7446 55.3737
—33.6932 —41.1082 —33.6932
55.3737 —77.7446 —8.7745
—1.8166
0.4427 0.8849 0.1870
0.8297 0.6344 0.6344
0.8297 0.4427 0.8849
0.1870

Max(SLL)=-17.8819 dB
Aperture=5.4751\
3dB BW=21.18deg

Pn

dmp /X

lengths and diameters and let the PSO algorithm determine the best
excitations and separations in order to minimize the following fitness
function

fitness = min(max (20 * log(g(Pmsi, o, dm)/g(Pais, ¢, dm)))  (15)

where g(¢, «,dm) is the gain towards the azimuth angle ¢. The PSO
algorithm is used to optimize a 10 elements circular dipole array where
all array elements are fed at the center and all of them are centered
along a circle on the x-y plane. The dipoles length is fixed to A/2
and the diameters of the dipoles are also fixed to 0.0067A. The result
obtained from PSO algorithm is tabulated in Table 15.

Next, we optimize the same previous array with respect to
excitation, separation and dipoles length. The result obtained is
tabulated in Table 16. A plot of radiation pattern is shown in
Figure 19 compared with the previous result. Results show that slight
enhancement is achieved in the maximum SLL and the 3dB BW by
optimizing elements lengths.
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4. CONCLUSIONS

In this paper, different antenna array types are optimized using the
PSO method. This paper illustrates how to model the design of
non-uniform antenna arrays for single or multi objective optimization.
The well-known method of PSO is proposed as the solution for these
design problems. This method efficiently computes the design of
several antenna arrays to generate a radiation pattern with desired
properties. In the first part of the paper, we dealt with linear arrays.
The optimization objectives were: first, minimize the maximum SLL
by adjusting the excitation amplitudes, excitation phases or elements
positions along the x-axis, and then adjust all the previous parameters
simultaneously. The numerical results show that the PSO method
produces minimum SLL compared with the uniform conventional array
and the array obtained from the Tabu search optimization (TSO)
method. Second, we minimized the close-in SLL while minimizing the
maximum far SLL. Results show that considerable reduction in the
close-in SLL is achieved. Third, PSO is used to minimize the average
SL power by adjusting all possible array parameters individually and
then all of them simultaneously. Results found from PSO show that
the average SL power obtained is lower than the uniform conventional
array one. Fourth, the array excitation phases are adjusted with
PSO to perform beamsteering in certain direction. The PSO is
also used to optimize elements locations, excitations amplitude and
excitation phases of circular arrays. The results found show that
the maximum SLL obtained is lower than the uniform conventional
array and GA array, and the array beamwidth is thinner. For
practical implementation of circular array, a circular dipole array is
optimized to minimize the maximum SLL. The method of moments
is used to determine the current distributions on the dipoles. The
optimized parameters are elements excitation amplitude, excitation
phases, locations and lengths. The results show that minimum SLL
can be achieved by optimizing these parameters using the PSO method.
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