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Abstract—We have studied the problem of diffraction of plane waves
by a finite slit in an infinitely long soft-hard plane. Analysis is based
on the Fourier transform, the Wiener-Hopf technique and the method
of steepest descent. The boundary value problem is reduced to a
matrix Wiener-Hopf equation which is solved by using the factorization
of the kernel matrix. The diffracted field, calculated in the far-
field approximation, is shown to be the sum of the fields (separated
and interaction fields) produced by the two edges of the slit. Some
graphs showing the effects of various parameters on the diffracted field
produced by two edges of the slit are also plotted.

1. INTRODUCTION

The problem of plane wave diffraction by a half plane which is soft at
the top and hard at the bottom was first solved by Rawlins [1] who
adopted an ad-hoc method for the solution of this problem. Later on
Biiyiikaksoy [2] reconsidered the problem solved by [1] and proposed an
appropriate method for the factorization of the kernel matrix appearing
in it. The continued interest in the problem is due to the fact that it
constitutes the simplest half plane problem which can be formulated
as a system of coupled Wiener-Hopf (WH) equations that cannot be
decoupled trivially [2].

In this paper we have studied the problem of diffraction of plane
waves by a slit in an infinite soft-hard plane. From the existing
literature it is evident that numerous past investigations have been
devoted to the study of diffraction of acoustic/electromagnetic waves
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by slits in various geometries and several authors adopted different
analytical and numerical approaches to study the phenomenon of
diffraction of waves by slits. To name a few only, e.g., the problem of
diffraction of electromagnetic waves by slits in thick/thin screens have
been treated by the authors [3-7]. Morse and Rubenstein [8], Asghar
et al. [9] and Hayat et al. [10] studied the problem of diffraction of
acoustic waves by slits by using the method of separation of variables
and the WH technique, respectively. It is pertinent to mention here
that scattering from strips, slits, half-planes, impedance surfaces and
study of high frequency diffraction are the topics of current interest [11-
24].

In the present analysis, the three-part boundary value problem
connected with diffraction of plane acoustic waves by a slit in an
infinite soft-hard plane is reduced to a matrix Wiener-Hopf equation.
It is well-known that the solution of a matrix Wiener-Hopf problem
requires the factorization of the kernel matrix as the product of two
non-singular matrices such that these component matrices and their
inverses have regular entries and are of algebraic growth at infinity
in certain overlapping halves of the complex plane. To find these
explicit factors of kernel matrix is vital and important at the same time.
The non-commutativity of factor matrices and the requirements of
satisfaction of radiation conditions present further problems. There is,
as yet, no general procedure of factorization of such matrices, although
the factorization for a restricted class of matrices has been achieved.
For example the Wiener-Hopf-Hilbert method, introduced by Hurd
[25], Rawlins [26] and Rawlins and Williams [27], is a powerful tool in
the case when the kernel matrix contains branch-point singularities,
while the Daniele-Kharapkov method, proposed independently by
Daniele [28] and Kharapkov [29], is effective for the class of matrices
having only pole-singularties and branch-point singularities. Another
detailed survey for the matrix factorization methods with reference
to applications of these methods to different diffraction problems may
also be found in a paper by Biiyiikaksoy et al. [30]. Diffraction from a
slit is a well-studied phenomenon in the diffraction theory and relevant
for many applications. For the problem under consideration the kernel
matrix remains the same and has been factorized by [2] with the help
of Daniele-Kharapkov method [28, 29]. Using the factorization of the
kernel matrix we then follow the Noble’s approach [31] to calculate the
diffracted field produced by the slit. Some graphs showing the effect
of various parameters on the separated field are also plotted.
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2. MATHEMATICAL FORMULATION OF THE
PROBLEM

Let (z,y, z) define the Cartesian coordinate system with respect to the
origin O. We consider the diffraction of a plane acoustic wave by a
slit occupying the position {p < x < ¢, y = 0, z € (—00,00)}. The
positions of the soft-hard planes located on both sides of the slit are
given by {—co <z <p,y=0, 2z € (—00,00)} and {g < x < o0, y =0,
z € (—00,00)}, respectively and these are assumed to have vanishing
thicknesses. A time factor of the type e~ is assumed and suppressed
throughout the calculations. The geometry of the problem is depicted

in Fig. 1. For harmonic acoustic vibrations of time dependence e~*?,
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Figure 1. Geometry of the problem.

we require the solution of the wave equation

2 2,
<ﬁ+a—y2+k>d)t(xay):05 (1)

where 1/, is the total velocity potential and the boundary and continuity
conditions are given by

(N (x,O*) =0, on { N }, (2a)

qg<x <00
oy (x,07) —co<zr<p
T_O, on g<z<oo [ (2b)
and
Y (2,07) =y (2,07), on p<z<yq, (3a)

Bz/zt ($,0+> o Bz/zt (1’,07)
oy Oy

, on  p<z<gq. (3b)
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In Egs. (2), (3), 0F refers to the situation that y — 0 through positive
or negative y — axis. Let a plane acoustic wave

v = efik(a:cos Bo+y sin bp) (4)
be incident upon the slit occupying the position p < x < ¢,y = 0. In
Eq. (4), 6y is the angle of incidence and for the analytic convenience it

is assumed that the wave number k£ has positive imaginary part. For
the analysis purpose it is convenient to express the total field vy as

w={ vzl o)

where 1) is the diffracted field and ), is the reflected field given by

_ —ik(x cos Bp+ysin bp)
¢r = —€ .

For the unique solution of the problem, the edge conditions require
that v, and its normal derivative must be bounded and satisfy [2].

—1+O(:r—p)% as T —p,
,0 - 1 6
Yy (2,0) { 11 0(r—q)} as z gt (6)
Oi(x,0) O(w—p)_% as T —p,
—— = _3 (7)
Iy O—q)"1 as z—gq",

where a negative sign indicates a limit taken from left and a positive
sign indicates that a limit taken from right. Thus, the scattered field
satisfies the Helmholtz equation

0? 0? 9
<W+a—y2+k’)w(%y):07 (8)
subject to the boundary conditions
—o<r<
Y (z,07) =0 on{ q<x<oop , (9a)

and

oY (z,07) 0 op ) T@<z<p
0y - g<zr<oo ’

and the continuity conditions

P (x, 0+) — (93,07) =0 onp<z<g, (10a)
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and
4 - A
0¢ (x,0%)  0v(2,07) _ ., sinfpe =% onp<a <q.
y Jy
(10b)
The Fourier transform pair is defined as follows
To) = & [ vl
a,Yy) = o x,y)e T,
= €PY_(0,y) + Q(ayy) + €N (ay), (1)
and its inverse as
vlay) = [ o da, (12)
where
p
_ 1
1!} / ¢ ZOL Tr— p :L',
277
. q
Qo) = 57 [ vy,
T
p
Vi (a,y) = /wﬂfy =Dy, (13)

The function ¢_(a,y) is regular in the lower half plane Ima <

Im k, 1, (v, y) is regular in the upper half plane Im o > Im k cos 6y and
Q(a,y) is an analytic function and therefore regular in the common
region Imkcosfp < Ima < Im k.

On taking the Fourier transform of the Eq. (8) we arrive at

(e, y)
dy?
where K(a) = Vk? — o2

Defining K («), the square root function, to be that branch which
reduces to +k when a = 0 and when the complex a-plane is cut either

+ KQ%(O% y) =0, (14)
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from a = k to a = koo or from a = —k to a = —koo. The solution of
Eq. (14), representing the outgoing waves at infinity, can formally be
written as

_ A iK(a)y

where A(a) and B(a) are the unknown coefficients which are to be
determined. The Fourier transform of the boundary conditions (9)
and (10) yields

P (oz,0+) =0, (16a)
¥y (a,07) =0, (16b)
¥_5(a,07) =0, (16¢)
¥y9(a,07) =0, (16d)
Q1 (a,0%) = Q1 (a,07) =0, (17a)
Q2 (,07) = Q2 (a,07) = ksinbyG(a), (17b)
where
. P
v (a,O_) =50 / 0 (3370_) et @=P) gy, (18a)
¥ (a,O_) = %/11}(:16,0_) e =0 gy (18b)
1 y 0 (z,0%)
e +\ - Z, ia(z—p)
Y_g (a,07) = 2m'_ oy e Pldz, (18c)
Paa(0:0) = 5 | %fﬂe”“‘”dwv (184)
1 p
Q1 (oz,0+) = %/w(x,OJr) "y, (18e)
1 ¥ 9y (2,07)
- L, [1e% 4
QQ (a,O ) = 2—7I'Z a—ye d$, (18f)

p
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and
ei(a—k cosbo)q _ ez'(cy—kcos 0o)p

Gla) = 7 (a0 — k cos 6p) (19)

Using Egs. (16a)—(16d) and (17a)—(17b) in Eq. (15), we obtain
A(a) = Q1 (a,0™), (20a)

_ Q@ (x07)

B(a) = _Ta)7 (20b)
A(e) — B(a) = =Y (a,07) — €%, (@,07), (20c¢)

—K(a)[A(a) + B(a)|=—e""Y_, (v, 0+)—emqi+2 (o, 07) +iksin 0o G(ar). (20d)

The elimination of the coefficients A(a) and B(«) among the
Egs. (20a)-(20d) will lead to the following matrix Wiener-Hopf
equation valid in the strip of analyticity Im kcosfy < Ima < Im k,

iog | V41 (@) 1 | Qi) Y_i(a)] _ 0
¢ {ﬁ(a) K@) 1 )} [Q2(a) E_;(a)} =Gl [msmeo] - (2D
In compact form, Eq. (21) can further be arranged as

e, (o) + H(a)Q(a) + e“PT_(a) = G(a)A, (22)

+eiap

_|_

where bold letters are used to denote the matrices. Eq. (22) is an
equation analogous to the Eq. (5.60) available in [31]. In Eq. (22),
H(«) is the kernel matrix and in order to solve it, we have to factorize
the matrix H(«) as the product of two non-singular factor matrices
such that one factor matrix being regular in the lower half plane and
the other factor matrix being regular in the upper half plane with
the additional requirements that both the factor matrices as well as
their inverses contains elements of algebraic growth at infinity and
both of these factor matrices should commute with each other. The
factorization of H(«), satisfying these conditions, has been done in [2]
by using the Daniele-Kharapkov method [28,29] and the result is as
follows:

_ [ coshy(a)  sinhx(a)/2(a) )
H (o) = 2 v(a) sinh x(«) cosh x(a) ] ’ (23a)
with
H () = H.(—a), (230)
where

x(a) = —i arccos %, X(—a) = —% T — arccos% (23c¢)
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and
v(a) = Va2 — k2. (23d)

Also as |a| — oo, we note that

(+a)

He(e) ~ ()4 T

(ia)_ﬁ . 23e
(o) ] (23¢)

NS IS

After accomplishing the factorization of the matrix H(«), we can re-
arrange Eq. (22) as

€0, (o) + Hy (o)H_(2)Q(a) + " “PU_(a) = G(a)A. (24)

Pre-multiplying Eq. (24) by e *[H, (a)] 7!, substituting the value of
G(«) from Eq. (19) and simplifying we arrive at

[HL ()] Wi (a) + e H_ (0)Q(a) + ¢~ [H, (a)] " U_(a)
efik cos Bpq

- _[H.(a)] A~

7 (v — k cos )

eia(pfq) —ik cos Opp

[H. ()] AL (25)

7 (v — k cos bp)

According to the procedure defined in [31] different terms occurring
Eq. (25) can be decomposed as follows,

P~ H, (a)] ' U_(a) = Ui(a) + U_(a), (26)
ez’a(pfq)*ik cos fop

[HL ()] ' A = Vi(a) + V_(a). (27)

7 (a0 — k cos by)

The pole contribution of the first term on right hand side of Eq. (25)
can be expressed as

efik cos 0gq

Tl oot [{Hi ()} ' — {Hy (kcoso)} " + {Hy (kcosfo)} '] A, (28)

Using Eqgs. (26)—(28) in Eq. (25) and separating it into positive and
negative terms, we obtain

[ ()] U () + Uy ()
efik cos Opgq

"7 (a— kcosfo) [{Hi ()} ' = {Hy (kcoso)} '] A+ V()
; e*ikcose(,q .
— —@*laQHf(a)Q(a)_Uf (Ot)_V7 (Oé)+m{H+ (k CcOSs 00)} A7(29)
7w (« cos B
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where
1 pofe i&(p—q) [H (5)}—1 U_(6)
Us(a) =+ / ¢ §+_ A0 (©) g 50
—oo+ic
and
oco+ic
o 1 eif(p*q)*’ikcoseop [H+(£)]_1A
Vi(a)= i% / (€ — ) (€ — kcosbo) dg. (31)

—oo+1c

Now pre-multiplying Eq. (24) e *?[H_(a)] ™!, substituting the value
of G(a) from Eq. (19) and simplifying we arrive at

9 [H_ ()] 0, () + e PH , (0)Q() + [H_(a)] " (o)
eia(qu)fik cos Bpq efik cos Opp

_ QLA
7 (a— kcosb) [H-(a)] A

—1
m_—]mseo)[H—(aﬂ A. (32)

Decomposing different terms in Eq. (32) by following [31], we obtain
oD [ ()] Uy (a) = Ry(a) +R_(a),  (33)

eia(qu)fik cos Bpq

_1 o
7 (o — k cos 0) H_(a)] " A = Sy(a) +85-(a), (34)
so that
1 oco+id i€(q—p) [H (5)]—1 U (5)
Ri(a)= +o— / e 57_ ) +(8) e (35)
—oo+1id
and
oco+id

1€(q—p)—ik cos bp -1
Se=t5m [ IR MEO] Ay (g

2mi (€ — ) (£ — kcosby)
—oo+id
where —Ima < ¢ < Imkcosfy and —Ima < d < Imkcosfy, also
Ima > ¢ in Egs. (30), (31) and Ima < d in Egs. (35), (36) as given
in [31].
Using Egs. (33), (34) in Eq. (32) and separating it into positive
and negative portions we arrive at

e—ikzcos@gp -
R_(a)+H_(a)] 1\11_(04)—8_(04)—1-m H_ (o) 'A

= —e "PH, (a)Q(a)— R (@) + S, (a). (37)
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The left hand side of Eq. (29) and right hand side of Eq. (37) are regular
in Ima > Im k cos f and right hand side of Eq. (29) and left hand side
of Eq. (37) are regular in Im o < Im k. Hence using the extended form
of the Liouville’s theorem each side of Egs. (29) and (37) is equal to
zero, i.e.,

efik cos fpq

[H ()] U (a) + Up(a) — 7 (a — kcos o)

[H (@)} = {Hy (keost0)} ' A+ Vi(a) =0, (38)

and

e—ik cos Ogp

R () + [H- ()] ' ¥_(a) ~S_(a) + H ()] 'A=0. (39)

7 (o — k cos o)

Using Egs. (30), (31) in Eq. (38) and Egs. (35), (36) in Eq. (39) and
simplifying these equations we obtain

e~k cos fog [H+ (k cos 90)}_1 A
7 (a0 — k cos by)

[HL ()] 7 (a) +

L 7 Gl NG G w0
2771'_Oo+iC (& —a)
and
. 1P e (9] v ()
B o) - [ e 0,y
—oo+id
where
W (a) = U, (a) - ﬁ (12)
ik cosfop A
V(o) = W) + s (43)

From the assumption that 0 < 6y < 7, we can choose a such that
—kgcosby < a < kacosby and d = —c = a, [31]. In Eq. (40) replacing &
by —¢ and in Eq. (41) a by —« and also noting that H_(—«a) = Hy («)
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we arrive at

e~k cos fog [HJr (k cos 90)}_1 A
7 (o — kcos )

oco+ia
1 / eitla=p) [H_ ()]~ v_(-¢)

[H.y ()] 7 () +

271 . &+ a) de =0 (44)
—oo+tia
and
Hy (o) 0 (—a) - o 7iaei£(q_p) R
' . 27Tioo+ia (f * a) |

Adding and subtracting Eqgs. (44) and (45), we obtain

e~k cos fog [H+ (k cos 90)]_1 A
7 (a0 — kcos )

[H. ()] S%(a) +

1 ‘7 ) [H_ (O 81 ), o
27Ti—oo+7ﬁa (é * a)
and
e—ik cos 6o COS -1
L )] D o)+ S e (el A
1 ‘7 I H (O DY .
27i e (& +a) ’
where
S%(a) = Wi(a) + V_(-a), (48)
D (a) = ¥ (a) - ¥_ (). (49)

The Egs. (46), (47) are of the same type and we obtain an approximate
solution by a method due to Jones [32]. Setting

S (0) = D (a) = ' (a), (50)
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the Eqgs. (46), (47) will take the form

oco+ia .
e A / ¢t P) [H_ ()] F1L()
[H+(Oé)] F+(O[) + 27_” (é— + CM) dg
—oo+ia
—ik cosfpq -1
_ e [H (kcosbp)] A’ (51)
7 (a0 — k cos )
where
. e—ikz cos 90qA )\e—ik cos 90pA
Fi() = Fefo) - 7 (o — kcosby) o (a+ kcosby)’ (52)
Fi(a) = ¥i(a) = AV_(—a), (53)
and A = £1.

A more elaborative form of Eq. (51) is as follows:

{ cosh (o) F1* () — sinh s(a) F#* () /v()
—y(a) sinh s(a) F1*(a) + cosh s¢(a) F2*(a)

A Oo/+ia€i§(q‘p) [ cosh s¢(—&) F{*(€) — sinh se(—&) FF*(€) /v(—¢€) ]df
2mi » (€4 a) | —y(—¢) sinh se(—&) F1*(£) + cosh s(—&) F2*(€)
etk cos foq

+7r(a — kcos )

{Al cosh s (k cos 0y) — Ag sinh s¢ (k cos bp) /v (k cos 90)]

—A17 (k cos 0p) sinh s« (k cos 0y) + Az cosh s (k cos ) =0. (54)

Eq. (52) in matrix form can be written as:

F_}_*(Oz) B Fi(oz) B efikcosf)oq Al . Ne—ikcosfop [ 4, (55)
F2(a)]  [FH@)]| m(a—kcosty) [A2| " m(atkcosbo) |Az|

Considering the first row of Eq. (54) and using the values of F}*(a)
and F?*() in it, we obtain

. Fl e—ikcos 0oq A )\e—ik cos O0pp

cosh () [ ) = 7 (a0 — k cos by) 1 7 (a4 k cos bp) 1]

_Sinh %(a) F2 (a) B e—ik cos fpq A2 N )\e—z'k' cos Oop , i
() + 7 (a0 — k cos 6p) 7 (a4 k cos by) 271
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7iaei£(qp)
(§+a)
—oo+1ia

. 9 e_ik cos fogq )\e—ik‘ cos Opp
~einh 2(=0)/7(¢) {F+(§) - m(§ — kcos 90)A2+ (€ + kcosby) AQH ds

efik cos Opq )\efik cos Opp
- A+ Aq
7 (§—k cosBy) 7 (§+k cos by)

cosh(-€) {FL(©)

e—ik cos Opq

+m [A1 cosh s(k cos Oy) — Ag sinh 3¢(k cos 0y) /~y(k cos Op)

= 0. (56)
Writing v(§) = v+ (§)7- (&) = V&€ + kv/€ — k and considering the

integrals arising in Eq. (56), we have

—ik cos@oqA A —ik cos GopA
I=1-°¢ Ly + 25 Sy
™ T

—ik cos g A —ikcosbop A
+ 2+ ——2, (57)

™ ™

where

[ 7m ¢€(a=P) cosh %(—f)F}r(f)
b (€+a)

dg, (58)
—oo+ia

oco+ia

B ’(a=P) cosh »(—€)
b= | e rmty

dg, (59)

—oo+1ta

oco+ia

B €*(a=P) cosh »(—€)
Is = / (€ + a) (& + kcosby) ac, (60)

—oo+1ia
oo+ia eig(q—p)F_%_ (f) sinh %(—f)/ E+k
W :
E+a)vVE-k

dg, (61)
—oo+1ia

I = 7 ¢80~ sinh <(~¢)/VETF

b (€ —kcosty) (E+a)VE—k

dg, (62)
—oo+t1ia
Oo/m 0P sinh o1(~€)/ VET
I = d
(E+kcosby) (E+ a)VE—k

£ (63)

—oo+ia
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Integrals (58)—(63) are solved by a method described in [31] and are
substituted in Eq. (56) to get

. Fl e—ikcos 0oq A )\e—ik cos O0pp 1
o8 %(a)[ +(a)_7r(a—k(:0590) 1+7r(oz+kcosé?0) 1]
sinh s (a) 9 etk cos fogq \e ik cos fop
_ F _ A _
v (a) { + (@) 7 (a0 — k cos 6p) 2+7T(Oé+k00890) 2

—ik cos Opq

—\T(a)FL (k) + A%

6ik;l cos Oy
X Ay {(— cosh s (—k cos bp) + Rg(a)}

a+ kcos )
e—ik’ cos Oop ) e—ik‘ cos fpq
~ At Ri(0) + ATy (@) F2 (k) = A4,

etklos9 sinh s¢ (—k cos ) [+ (k cos o)
X { (o + kcos ) v— (k cos by) * R4(0z)}

) etk cos GopR ek cos bog
—Ay————Ra(a) - (o= Feosfy)
X [Aj cosh s (k cos 0y) — Ag sinh s (k cosy) /v (k cos bp)], (64)

where [ = ¢ — p and

1

T(a) = 5B W i{-i(k+a)l},
T\ (a) = %E_lw_l{—i(qua)l},
R172 (a) =
cosh s (—k) E_y [Wfé{—i (= kcos 6o) [} — W_1 {—i (k + ) z}}
273 (o F k cos Op) ’
R3,4 (Oé) =

E_ [W_1{—i(k+kcosy)l} — W_1{—i(k+ a)l}]sinh s (—k) /V2k
271 (o F k cos ) '

(65)
Equation (64) can further be simplified according to the procedure



Progress In Electromagnetics Research B, Vol. 11, 2009 117

described in [31] and the result is

sinh s»(«
cosh s(a) Fy (@) — T§)Fi(a)
—ik cos Opq
= “AT(a)F} (k) + ATy () F2 (k) + Al%Pl(a)
e—ik cos 0pp e—ik cos Opq e—ik cos Opp
M ——— Py(a)—Ay———P3(a) + MAy——— Py(«)
s T s
e—ik cos Opq e—ik cos Opp e—ik cos Opq
+AA]———Ro(a)—Aj——— Ry () — AMa———— Ry («)
T T v
e—ik’cos Oop
+A2TR3(a)a (66)
where
Pi(a)= m [cosh s¢(ar) — cosh s (k cos 6p)],
1
Py(a) = (o7 keosfa) [cosh s¢(ar) — cosh s (—k cos p)],
1 sinh »(a))  sinh s (k cos 6y)
P = _
3(2) (o — kcosbp) [ () v(kcosby) |’
Py(a) = 1 sinh s¢(av)  sinh s¢(—Fk cos )
ne V- (=kcosby)(a+kcosby) | () v+ (k cos 6p)
(67)

Further simplification of Eq. (66) will yield

_ sinh x(a)

1 2
cosh »(a) Fy () @) Fi(a)
1 2 sinh s (—k)

A ; )
+71{67’Lk‘COS Goqpl (Ot) _ efzkcos 90pR1(a)}

AA ; j
. . 1 {e—zk coseopPQ(a) _ e—zk cos GOqRQ(a)}
A ' .
__Q{e—zk:cos Goqu(a) _ e—zkcos eopRg(a)}
T
AA i '
+ 2 {e—zk cosGopP4(a) - e—zk cos GoqR4(a)}. (68)
T
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Letting

(a) (@) —e (
GQ(O() _ e—ikcosOOpP2 (Oé) _ e—ikcosGOqR2(a
(a) (a) —e (

) (a) —e (

e—ik cos Ooqpl )
)
—ik cos 90pR3 a)
)

—ik cos GopRl o
9
5

_ e—zkcos@gqu o ,

G4(Oé _ e—ikcos&gpp4 @ —ikcos&oqR4 o (69)
b

in Eq. (68), the solution of the first WH equation, obtained by
considering the first row of matrices in Eq. (54), is given as follows:

sinh »(a) F? (a
cosh se(a) Fi (@) — h Pf(oz)FA ) = —AT(a) cosh s(—k)F} (k)
inh »(— 2
1y Jale)sinh ﬂ(_k DI ®) L 416, (0) - AGa(w)
22 [Gy(a) - AGua)]. (10)

The second WH equation corresponds to the second row of the matrix
Eq. (54) and its solution can be obtained in a similar manner as for
the first row of Eq. (54). Omitting all the similar steps and quantities
arose in the solution, we finally arrive at:

—7(a) sinh >¢(a) F} (a) +cosh se(a) F? (o) = ATy () V/2k sinh s(—k)Fy (k)
Aq

™

—AT(a) cosh »(—k)F? (k)+ % [G1(a) = AG2 ()] [G5(a) = AGg ()],
(71)

where

1 .
= %EOWO{—Y, (k? + a) l}

) e—ik cosOopR5(a)’

(a)

( ) e—ikcos 904P5 (a

GG(OC) — e—ikcoseopp6 (a) e—ikcosGOqR(s(a)’
(a)

() sinh ¢(a) — v (k cos 0p) sinh 3 (k cos )

Psla) = a — kcos g ’
Pola) = () sinh s¢(a) — 7y (—k cos Op) sinh 3¢ (—k cos O)
6 o + kcos Oy ’
D(] [W(){—i (k + k cos 90) l} - W(){—i (k‘ + Oé) l}]
Rs6(a) = ;

271 (a F Kk cos bp)
Dy = EoV/2ksinh »(—k). (72)
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In Egs. (65) and (72), we have

u
/u+z

0

1,1
— Dt ) e W0 (), (79)
where z = —i (k + a) land n = —3,0, 3. W, ,, is known as a Whittaker

function [32]. The values of the functions F} (k) and F? (k) can be
calculated by putting @ = k in Egs. (70) and (71) and solving these
equations simultaneously. Now as

o) = Fl(a) Vi) |
Pi=| 5 | - hmwlx

Eq. (74) is considered for the cases A = 1 and A = —1 and when the
values of I} (a) and F?(«) are substituted in Egs. (70) and (71) the
results are as follows:

e

For A =1
_ = sinh »(«) —
cosh se(a) [¢ (@) = P_1(a)] - Tla) [Pa(@) = ¥_s(a)]
= —T(«) cosh »(—k) F}r (k)’)\zl + Ti (o) s\;r%%(k;) FE (k)‘le
+2 (Ga(0) — G (@) — 22 [Gs(0) — Galo)], (75)

and
—y(@)sinh se(a) [ (@) = P_1(a)] + coshs(a) [yp(a) — P_y(a)]
(

= —T(a)coshs(—k) F} (k)|,_, + V2kTy(c) sinh s(—k) F} (k)]

+22 (G1(0) — G (@) — 2 (@5(0) — Go()], (76)

and for A = —1

A=1

sinh »(«)

(@) [V 4a(a) +_s(a)]

— +T(a) coshse(—k) FL ()],__, — 2 (@) S}‘%}‘(_k) 2 ()],

2L [61(0) + s ()] ~ 22 [Csf) + Cao)], (77)

cosh z(a) [¢h 4 (a) + Py ()] —
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and

—v(e) sinh s(a) [ 4 (@) +1_1 ()] +cosh s¢(a) [ q(a)+1_5(a)]

= T(«) cosh »(—k) Ff (k)‘)\:_l—T2 () V/2k sinh »(—k) F}r (k)‘,\:_l

A (G5(0) + Gola)]. (78)

_ 4
T

+221Gy(a) + Ga (o)

Adding Egs. (75) and (77), we obtain

cosh s(a)h ;1 (@) — %E%(a)
_ %Gl(a) B %Gg(&) ~ T(a) COS2h »x(—k) Cr 4 Tl(a);i;%%(—k)c%
(79)

and Eqgs. (76) and (18) will yield

—~(a) sinh %(Q)EH(Q) +cosh » (@) EH(Q)

Ao Ay T'(c) cosh s¢(—k)

= 22G1(a)- LG (0) - Cy

2
+T2(a)m2sinh %(_k)Cl. (80)
where
Cr = FJlr (k)‘/\:l o F}r (k)},\sz
Cy = F—Qr (k)‘/\:l - F—Zk (k)})\:fl : (81)
Eliminating ¢ ,(c) from Egs. (79) and (80), we obtain
Yo (a)= (% cosh »(a)+ % sinrlyq(zga) > Gi(a)— %Gg () cosh se(v)
A N sinh ()  T'(«) cosh s(—k) cosh sl sinh ()
s Gs(e) () 2 (Cl ho(a) +Ct v(a) )
+T1 () sinh »(—k) cosh »(a))Cy
2v2k
+Tg(0¢)\/ﬁsinh »(—k) sinh %(a)/v(a)Cl. (82)

2
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and eliminating v 1 () between Eqgs. (79) and (80), will yield

™ ™

Yoo (—I'y ) sinh s (o) + A cosh %(a)) G1 (@)

——Gg( )7 («) sinh »(a) — %G5(a) cosh s ()
- T(a) COSQh #(=h) (C1y(e) sinh 3¢ () + C4 cosh ()
N T (o) sinh »(—k)vy(a) sinh »(a)) Co
2v/2k
_'_Tg(a)\/ﬂsinh %é—k:) cosh %(a)C’l. (83)
Now in order to calculate the function ¢»_; () and ¢¥_,(c) we replace
G1(a) by Ga(a) (and Ga(a) by G1(«)), Gs(a) by G4(a) (and G4(a) by

Gs(a)) and G5(a) by Gg(a) (and Gg(a) by Gs()) and also changing
a to —a in the Eqgs. (82)and (83), respectively, we arrive at:

V_q(e) = (% cosh »(—a) + %%) Ga(—a)
_&GZL( ) cosh »(—a) — %GG(—Q)%
7T(—0¢) cosh s(—k)

2 <51 cosh »(— )+52%>

+T1 (—a) sinh s¢(—k) cosh s¢(—a)Cy
2v/2k

+T2(fa)\/ﬁsinh %(k:Q) sinh %(foz)/y(foz)CN'l? (84)

P_o(a) = (%7(—@) sinh »(—a) + Az cosh %(—a)) Ga(—a)

™

—&GAL( a)y(—a)sinh »(—a) — éGG( ) cosh »(—a)

- T( @) Co;h #(=h) (517(—04) sinh s¢(—a)+Cj cosh %(—a))
+T1(—a) sinh s(—k)y(—a) sinh s¢(—a)Cy
2v/2k

+T2(—a)\/ﬁsinh %;—k) cosh %(—04)51' (85)
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where C; and C, are given by

Ci = FL(k) N

Gy = F? (k:)‘ (86)

A=-1’
and F}(k) and F? (k) denote the functions in which G; by Gy and
Go by G1, Gs by G4 and G4 by Gg and G5 by Gg and Gg by
G5 have also been interchanged and then evaluated for A = 1 and
A = —1 respectively. Since the functions ¢;(a) and 1 o(c) have
been calculated, therefore we now manipulate Eqgs. (20c) and (20d)
and the unknown coefficient A(«) is determined to be

1
2K ()

B ePP_y (o) _ %4 (a)
2 2 '

Ala) = [€"PY_y (@) — ik sin Oy G () + €% o(r)]

(87)

Substituting the values of 1,;(a) and 1 5(a) in Eq. (87) and
simplifying we obtain

a—kcosbo)p

1 ik sin 6y cosh s¢(—a) cosh ¢ (—k cos ) ;
@) = [ o
—ik sin B Ro(—av) cosh s¢(—a)elP—Fcosbo
ik sin 0y sinh se(—a)y(—a) sinh e (—k cos ) ;
a (a — kcosbp) v (—k cos bp) ¢
+ik sin Oy R4 (—a)y(—«) sinh %(—a)eio‘p_k cos foq
n <T(—a) cosh s(—k)

o — kcos Oy

a—kcosbo)p

5 (—7(—a) sinh %(—Ol)él + cosh %(_0‘)52>

Ty (—a)y(—a) sinh 3¢(—a) sinh 3¢(—k)Cy
2v/2k
N To(—a) sinh »(—k) cosh %(—a)\/ﬁ51> ei"‘p}

_l’_

2
n 1 —ik sin f cosh »(a) cosh s (k cosbp)
21K () { a — kcos by ¢
—ik sin g Ry (cv) cosh s¢(ar)ei@d— ik cosbop
N ik sin 0 sinh s¢(a)y (o) sinh 3¢ (k cos ) 4
(a — kcosbp) vy (kcosby)

a—kcosby)g

a—kcosfo)g
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+ik sin O Ry () (a) sinh s( o) el@d—k cosbopa
n (T(a) cosh »(—k)

(—v(a) sinh 3¢(«)Cy — cosh »(a)Ca)

2
N T (a)y(«) sinh s¢(a) sinh 2¢(—k)Co
2v/2k
Ty() sinh 5¢(—Fk) cosh %(a)m01> eiaq}
| 2
1 [ —iksin 6 sinh s(—a) cosh 3 (—k cos00) ;(a—kcosto)p
27 { Y(—a) (a — k cos bp) c
ik sin 6y cosh s¢(—a) sinh s (—k cos ) gila—kcosfo)p

(o =k cos ) v (—k cos bp)

n ik sin @y Ry (—a)sinh s¢(—a)e?P—Fk cosfog
Y(—a)

—ik sin Oy R4(—a)cosh %(—a)emp—k cos foq

. (—T(—a) cosh s¢(—k) <Cosh%(_a)51 N M@)

2 V(—a)
n T (—«) sinh »(—k) cosh %(—a)6’2
22k
- (—a) sinh s¢(—k) sinh %(—a)\/ﬁCV'l) eiap}
2
1 [iksin 6y sinh s(a) cosh 3¢ (kcos60) (a—kcosbo)q
2 { () (v — k cos by) €
ik sin 0 cosh s(a) sinh 3¢ (k08 00) 10— cos89)q
(a —kcosfo) vy (—kcosby)
—ik sin 6y R3(«r) cosh %(a)eiaq—k cos 6op
ik sin 0 Ry () sinh s¢( o) e?@d—F cos fop
V()
_ (—T(—a) cosh »(—k) <cosh »(a)Cy + MCg)
2 V(a)
+T1(a) sinh »¢(—k) cosh s¢(a) Cy
2v/2k

(83)

N Ty (c) sinh s¢(—k) sinh »(a)v/2kCy Jiaa
2y(a) '
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Since A(«) has been determined, the scattered field ¥(x,y) can
now be determined by substituting A(«) into Eq. (15) and taking the
inverse Fourier transform, we shall arrive at

Oz, y) = / Ala)eK@v-ior g, (89)

where A(«) is defined in Eq. (88). The scattered field 9 (x,y) can be
split up into two components as follows:

U (2, y) = tsep (T, 9) + ine (2, ), (90)
where
wsep(xa y) =
00 1 ik sin 0y cosh s¢(—a) cosh 3¢ (—k cos bp)

/ k(@) ik sin 0 sinh s¢(—a)y(—a) sinh 3¢ (—k cos fo)
o v (—k cos 6y)

1 (—iksinfpsinh s¢(—a) cosh 3¢ (—k cos )

2w V(=)
. ik sin Oy cosh s¢(—a) sinh s (—k cos ) eila—kcosfo)p

v (—k cos bp) a — kcos by
1 _

+ k(o) {(—ik sin 0y cosh s(cr) cosh s (k cos Op)

ik sin 6 sinh 3¢ (o) y(a) sinh s« (k cos 0)
_|._

v (k cos bp)

1 (iksin 0 sinh (cv) cosh > (k cos bp)

2 (@)
_ iksinf cosh s¢(a) sinh 5 (k cos fp) eila—kcosbol JiK (@)y-iaz g,

v (k cos 0p) a —kcosb ’
(91)
and
7 1
Yint (T, y) = / K (a) [{(—ik sin 6y cosh s¢(a) Ry ()

+ ik sin 0y sinh »(a)y(a) R3()) piaq—ik cos bop
T h»(—k
_|_< () C082 »x(—k)

(—v(«) sinh »(a)Cy — cosh s (—a)Cs)
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n T (o) () sinh s¢( ) sinh s¢(—k)Co
2v 2k
n To(a )V 2k sinh s¢(—k) cosh s(a)Cy ) mq}
e

2

L
2K ()
+ ik sin Oy sinh s¢(—a)y(—a) Ry(—a)) e'or~ik cosboa

N <T(—a) cosh »(—k) (_7(—04) sinh %(—a)é’l — cosh %(—04)52>

{(—ik sin Oy cosh »(—a) Ra(—av)

2
+Tl(—cy)fy(—a) sinh s¢(—a) sinh s(—k)Cy
2V2k

Ty (—a)v/2k sinh so(—k) cosh%(—a)51> mp}
+ 9 e
+% { (—z'k: sin 6y cosh »(a) Rg(«) + ik sin Oy sinil(zgoz) Rl(a)>

piag—ikcosfop_ —T(«) cosh s¢(—k) cosh (o sinh »(«)
: (e (o )
n Ty («) sinh »(—k) cosh »(a))Co

22k

Ty () V/2k sinh »(a) sinh%(—k:)C’1> mq}
+ 5 ¢

1 [ [iksinfpsinh >(—a)Re(—a) ik sin b cosh el —a W

o ( V() ko ) ()
Xeiapf'ik cos Opq
_ (T(—a)coshs(—k) [ ~ coshse(—a) — & sinh »(—«)

(= <Cl}i(>027<—a>>
+T1(—a) sinh »(—k) cosh »(—a)Cs

2v/2k

+ TQ(a)mSinh %(2—@) sinh %(_k)01> ei@p}] eiK(Ot)y—iaxda7 (92)

where ep (z,y) gives the diffracted field produced by the edges at
x = p and at x = ¢ respectively and ¥ (x,y) gives the interaction of
one edge upon the other edge.
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Figure 2. Variation of the separated field 1), with observation angle
Oat =7, k=1land =1

2.1. Far-Field Solution

The calculations carried out for the three part boundary value problem
formulated in terms of matrix WH equations are quite laborious and
delicate at the same time, so we report the far field only for the case of
y > 0 only, (i.e., we determine the unknown coefficient A(a) only),
the far field for the case of y < 0 can be calculated in a similar
manner. Therefore, in order to solve the integral appearing in Eq. (89)
we introduced the following substitutions

x=pcosh, y=psind and o= —kcos(d+it1), (93)

in Eq. (89), omitting the computational details, and using the method
of steepest descent, the field at the large distance from a slit in an
infinite soft-hard plane is given as

2 .
Y(z,y) =~ g/k—wisinGA(—k cos B)ethrtis, (94)
P
where A(—k cos ) can be evaluated from Eq. (88).

3. GRAPHICAL RESULTS

In this section we will present some graphs showing the effects of
various parameters on the diffracted field produced by the two edges
of the slit in an infinite soft-hard plane.

Figs. 2 and 3 show the variation of separated field 4., with
observation angle 6 at 6p = /4, k = 1 and p = 1,2, 3 for [ = 1
and 5, respectively. It is observed that by increasing the parameter p
the overall amplitude of the separated field decreases. The effect of slit
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Figure 3. Variation of the separated field 1., with observation angle
Oat =7, k=1and =05
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Figure 4. Variation of the separated field 1), with observation angle
Oatty=7, p=1and k= 1.
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Figure 5. Variation of the separated field 1., with observation angle
0atbp=7, p=>5and k=1.
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Figure 7. Variation of the separated field 1., with observation angle
Oatth=7%, p=1andl =5

width parameter [ is observed through the Figures 4 and 5 in which
Op = m/4,k =1 and [ = 1, 3, 5 for p = 1 and 5. It is noted that
by keeping the other parameters fixed and increasing the parameter
[ causes more oscillations in the separated field and its amplitude
decreases. Finally in order to see the effects of wave number parameter
k figures 6 and 7 are plotted for g = w/4,p=1land k =1,2,3forl =1
and 5. These graphs depict that increasing the parameter k results in
increasing oscillations in the separated field and the amplitude of the
separated field decreases.
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4. CONCLUSION

In this paper the diffraction of a plane acoustic wave by a slit in
an infinite soft hard plane is investigated rigorously with the help of
integral transform, Wiener-Hopf technique and the method of steepest
descent. Further the consideration of slit in an infinite soft-hard plane
will help understand acoustic diffraction and will go a step further to
complete the discussion for the soft-hard half plane. The two edges
of the slit give rise to two diffracted fields (one from each edge) and
the interaction of one edge upon the other edge. The diffracted field
is presented for the far-field situation and some graphs showing the
effects of various parameters on the separated field are also plotted.
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